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Foreword from Bülent Sankur, Conference Chair

eNTERFACE’07 took place in İstanbul, at the campus of the Boğaziçi University during July 15 - August 12
period. This one month long workshop was attended by 140 people overall, including short-term advisors
and invited speakers. The workshop was organized around 12 projects, for which there was a six-month
long definition phase. The projects were formed with the contributions not only the originators but also
with the consequent inputs from the invited scientists. The projects were classified into four categories:

1. Synthesis & Analysis Category : Multimodal Speaker Identity Conversion; Audio-Driven Human
Body Motion Analysis and Synthesis; Audiovisual Content Generation Controlled by Physiological
Signals for Clinical and Artistic Application; Real-time and Accurate Musical Control of Expression
in Singing Synthesis

2. Multimodal Interaction Category : Advanced Multimodal Interfaces for Flexible Communications;
Event Recognition for Meaningful Human-Computer Interaction in a Smart Environment: Mobile-
phone Based Gesture Recognition

3. Biometric Interfaces Category : 3D Face Recognition Performance under Adversarial Conditions;
Benchmark for Multimodal Biometric Authentication

4. Medical Interfaces Category : Multi-Approach DT-MRI Data Analysis & Visualization Platform;
IMAG Tool: A Software for Real-time Elastography and Tensorial Elastography; Multimodal Frame-
work for the Communication of Disabled

The workshop hosted several international speakers from Stanford University, USA to University of Genoa,
Italy, from University of Cambridge, UK to Berkeley, USA, from National Council of Research, Italy to
Télécom Paris. The workshop had a very active social program that extended from historical city tour to
a weekend in the Prince’s Island, to increase social contacts and cement long-term interactions between
diverse groups.
This workshop was enabled with the financial aid from three sources:

1. SIMILAR FP6 project

2. TUBITAK (Turkish National Research Council)

3. Boğaziçi University Foundation

The funds from SIMILAR Project, about 55% of the 40.000 Euro budget was spent to build the infrastruc-
ture, to provide scholarships to undergraduates and for social organization. The funds from TUBITAK were
spent entirely for invited speakers and for additional aid to selected eNTERFACE participants. The aid from
Boğaziçi University Foundation enabled us to appropriate and to use 1000 m2 of the Engineering complex
with all its associated services. The participants were lodged in the comfortable suites of Superdorm, a
modern luxury dormitory facility of Boğaziçi University.
The polls we conducted at various levels, from experts to the M.Sc students indicated unanimously that
workshop has provided them with invaluable experiences in project cooperation and teamwork and has
been instrumental in increasing their research motivation. Almost all participants expressed a desire to
participate themselves to future workshop and/or to exhort their younger cohorts in this direction.

Bülent Sankur

Conference Chair
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eNTERFACE Workshops Motivations Reflexions

by Bülent Sankur, BUMM - Boğaziçi University Multimedia Group

Boğaziçi University Multimedia (BUMM) students and faculty have been participating to the
previous eNTERFACE activities. Their first-hand impressions show that the eNTERFACE work-
shops have been instrumental in increasing the research motivation of our students and have pro-

vided them with invaluable experiences in project cooperation and teamwork. We have been therefore very
enthusiastic about SIMILAR project in general and about eNTERFACE’07 in particular, and we strongly
believe in the benefits of such workshops. At eNTERFACEs, seeds of long lasting partnerships can be
planted.
We were involved in the planning stage of the third workshop in the triad of eNTERFACEs in Mons,
Dubrovnik and Istanbul. Among our endeavors we had planned to extend the invitation for participation
beyond SIMILAR to all other FP6 project groups with concordant themes. We have realized projects on
novel themes, such as man-machine interfaces in finance, bio-informatics and security.

by Igor S. Pandžić, Organizer of eNTERFACE’06

eNTERFACE’06 took place in Dubrovnik, Croatia, at the peak of summer tourist season. With
the venue 500 m from the historic city center and two minutes walk from the beach, the big ques-
tion we were asked was: “how will you get people to work there?”. In fact, the 65 participating

researchers and students were so motivated that such questions quickly became pointless and days passed
in a busy and creative working atmosphere in the two classrooms filled with computers and electronics. Yet
no one could accuse the eNTERFACE’06 participants of being mere geeks - in the evenings and weekends
a lively and versatile social scene developed. With the organized social program serving as a basis, partici-
pants have organized numerous activities: sports tournaments, excursions, cultural events as well as a spicy
nightlife featuring beach parties. All together, eNTERFACE’06 turned out to be a well-rounded mix of
research, learning and fun. With such basis, I hope and believe that some of the seeds planted in Dubrovnik
will grow into full-blown research collaborations of the future. As the memories of the more mundane
organizational chores fade from memory, what is left is pure satisfaction of being part of the unique series
of events that is eNTERFACE.
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eNTERFACE Workshops Motivations Reflexions

by Thierry Dutoit, Initiator of the eNTERFACE concept and organizer of eNTER-
FACE’05

I take this opportunity to mention how the idea of eNTERFACE came to life in mid 2003, when
the core committee of SIMILAR (the European Network of Excellence on Multimodal Inter-
faces), was busy establishing its list of workpackages. It is basically a three acts play.

Act 1. I have been a researcher since 1987. It is therefore becoming hard to navigate in the “conferences”
directory of my laptop. Small to big, short to long, close to far away, I think I have tried them all. One
of them, however, will last forever in my memory as the most productive meeting I have ever attended. It
was a summer school on Prosody, in July 1993, organized by the ELSNET (already a scientific network).
I spent two weeks there, at UCL London, attending lectures and, more importantly, taking labs with my
fellow PhD students from all over the world. I must say this is simply the place where I met most of my
friends for life!
Act 2. In 1996, I had the opportunity to work for AT&T at Bell Labs for 1.5 years, in the TTS group.
This was set about 2 years after I finished my PhD (i.e., 2 years after I had signed with Kluwer for writing
the “3-months-of-work” book in TTS I took 3 years to complete; I finished it at AT&T...). It was clear
to me that I was then about to meet the greatest gurus in speech processing (yet I had underestimated the
number of famous people who were working in this lab), and that I would work with the best maintained
software archive in the world (you snap your finger, and you get what you were looking for; this, I had
overestimated..). I did meet all these people, and the atmosphere was such that meeting each other was
really easy, but I also realized something I had never imagined: research in the US is a huge network
thing. Network in terms of “You seldom work on your own on a problem”, but also in terms of “Be with the
network; the network will take care of you”. In other words, research is very much advertised and supported
by your employer, by all sorts of professional organizations, and even among the general public. Hence its
dynamics.
Act 3. I was aware of the successful DARPA workshops on speech recognition organized yearly by Prof.
Fred Jelinek at Johns Hopkins University. Funded by the Defense Agency (which implies a strong financial
support), these workshops have progressively become a “must” for researchers in the field, who come from
all around the world to participate. One of our researchers took part to it, and my ex-colleague Hervé
Bourlard, now the Director of IDIAP in Switzerland, was an active member of it. I have always envied
this event, and dreamt of finding money to organize something SIMILAR. Thanks to EU financing, and
with special care from SIMILAR, this dream has come true. With its 55 researchers from 15 countries all
around the world working together for four weeks on seven pre-selected projects, eNTERFACE’05 in Mons,
Belgium, has been a great success. eNTERFACE’06, gathering in Dubrovnik, Croatia, 63 researchers from
12 countries organized in 9 teams, has been even more successful. eNTERFACE’06 in Dubrovnik, Croatia,
gathering 63 researchers from 12 countries organized in 9 teams, has been even more successful. Long life
to eNTERFACE workshops!
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Team 8 (Leaders: Jean-Julien Filatriau, Ben Knapp, Rémy Lehembre, Benoit Macq)

103 Audiovisual Content Generation Controlled by Physiological Signals for Clinical and Artistic Applications
Mitchel Benovoy, Andrew Brouse, Thomas Greg Corcoran, Hannah Drayson, Cumhur Erkut, Jean-Julien
Filatriau, Christian Frisson, Umut Gundogdu, Ben Knapp, Rémy Lehembre, Christian Mühl, Miguel Angel
Ortiz Pérez, Alaattin Sayin, Mohammad Soleymani, Koray Tahiroğlu
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ABSTRACT

Diffusion Tensor Magnetic Resonance Imaging (DTI) is a rather
new technique that allows in vivo imaging of the brain nervous
structure. The DTI data is a 3D second-order positive semi-
definite tensor field. DTI analysis and visualization is a chal-
lenging field due to the lack of standards and high-dimensionality
of the data. This project focused on 1) implementation of a
base DTI tool compatible with the tensor field standard (STAC)
as proposed by the SIMILAR NoE WP10 group, 2) develop-
ing haptic interfaces for effective visualization and investiga-
tion of aforementioned 3D tensor fields. Both goals have been
achieved, yet their integration could not be completed with the
Enterface2007 workshop. Howeever, the know-how built during
the workshop and the codes generated are invaluable resources
for developing the final application. VAVlab (Boğaziçi Univer-
sity, EE Dept., İstanbul, Turkey) is currently working on the in-
tegration of these components into a complete application.

KEYWORDS

DTI – Tensor Fields – Tractography – Tensor Standards – Haptic
Interfaces – 3D Interactive Interfaces for Radiology.

1. INTRODUCTION

Diffusion Tensor Magnetic Resonance Imaging (DTI) is a rather
new technique that enables researchers and physicians to image
fiberous structures, such as nerves in brain, in vivo. Previously,
such investigations could only be done in vitro, with the un-
avoidable consequences of dissection of the brain. Furthermore,
in vivo imaging of fiber networks in brain is likely to facilitate
the early diagnosis, surgery planning and/or follow-up screening
[1, 2, 3].

DTI is based on measuring the MR signal attenuation due to
random walk (diffusion) of water molecules in restricted media,
namely inside the myelin coated nerve fibers, in response to a
special diffusion weighting gradient magnetic fields. Thus mea-
sured 3D data is called the Diffusion Weighted Imaging (DWI).
Several DWI sets can be combined to compute the DTI datasets,
which is a second order, symmetric positive semi-definite tensor
field in 3D. Each tensor represents the local physical diffusion
process upto a second order approximation.

The challenge in DTI is not only in data acquisition, which
is an active research area, but also in post-processing and visu-
alizing tensor fields and user interfaces for effective communi-
cation of the information content.

The tensor data is a high dimensional volumetric data which
is significantly different then volumetric scalar fields. For con-
ventional 3D scalar fields, one has to be careful to set the re-
lation between the data grid and the world (patient) reference
frame correct. However, for a tensor field, one has to be careful
in managing the relation between the DTI reference frame (the
reference frame with respect to which the tensors are defined)
and the world reference frame as well. Furthernore, the appli-
cation of simple geometric transformations to a tensor field can
be tricky as one has to transform the data itself together with the
data grid. Such difficulties lead to significant problems in the
absence of a tensor standard. Consequently, the SIMILAR NoE
WorkPackage10 had initiated an effort to define a general tensor
standard for use with DTI data as well in other fields. The stan-
dard proposed is called STAC (Similar Tensor Array Core) and
is designed to incorporate the essential components to define a
tensor field without ambiguity [4].

Fiber tractography is a well-known and widely used ap-
proach for visualization and analysis of DTI data. As will be
explained in more detail below, it consists of numerical integra-
tion of the principal diffusion direction (PDD) as represented
by the tensor data. The output of fiber tractography is a set
of 3D streamlines representing fiber bundles in brain. The re-
quired interface for fiber tractography should enable the users
to answer questions like “Where do the fibers passing through
region A end?”, “Are there any fibers connecting region A and
region B?”, “What is the shape of the fiber bundles around this
lesion?”, etc. All these questions require an intuitive, easy to
navigate user interface that allows the users to see volumetric
cross-sections they choose and the to shape and position region-
of-interests (ROIs).

DTInteract is a proof-of-concept application developed dur-
ing eNTERFACE 2007, İstanbul , Turkey. Its major goals are
i) to incorporate the STAC into the volumetric analysis and vi-
sualization framework (VAVframe) being developed at Boğaziçi
University, VAVlab, İstanbul, Turkey, and ii) to develop and test
the use of haptic interfaces for DTI visualization and analysis.

2. DTI DATA

2.1. Theory of DTI Tensor Calculation

It is of utmost importance to understand what the DT-MRI signal
represents in order to develop adequate analysis and visualiza-
tion methods. DT-MRI measures the average signal attenuation
within a small subvolume (i.e. a voxel) due to water molecules
spinning out-of-phase.
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The basis of MRI is to perturb the water molecules (the
dipoles) that were aligned in a constant magnetic field (B0 ap-
prox 1-7 Tesla) and let them re-orient themselves with B0 dur-
ing which the dipoles rotate around B0 according to the Bloch’s
Equation. This rotation causes a temporal change in total mag-
netic field which induces a time-varying current at the receiving
coils of the MR scanner. The time it takes for the dipoles to
fully relax depends on the environment (i.e. the tissue). Thus,
the amount of current induced is proportional to the number of
dipoles (i.e water concentration) and the tissue type. These cur-
rent measurements are transformed to monochromatic images in
which each pixel value is also a function of water concentration
and tissue type

In DT-MRI, extra spatially varying magnetic fields, the so
called Diffusion Weighting Gradients (DWG), G, are applied
together withB0. Due to this addedG field, the water molecules
under continuous brownian motion experience different total mag-
netic field at different locations. This causes them to rotate
at different frequencies, i.e. to be out-of-phase. The effect of
out-of-phase dipoles on the induced current is attenuation of the
MR signal. So, the amount of attenuation in the received signal
(equivalently in the diffusion weighted MR images) is a func-
tion of the brownian motion (i.e diffusion) of water molecules
and the applied G field.

This phenomenon is described by the superposition of the
Bloch’s Equation and the Diffusion Equation whose solution is

Mk = M0 exp

 
−
X
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bi,j
k Di,j
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Here, Mk is the pixel intensity in the case when diffusion
weighting is applied using the kth diffusion encoding direction,
M0 is the pixel intensity when there is no diffusion weighting, D
is the 3×3 diffusion tensor, bk is a 3×3 symmetric matrix that
is determined by the applied diffusion weighting direction and
strength and i,j are matrix indices. The six independent compo-
nents of the symmetric diffusion tensor D can be computed us-
ing at least 6 linearly independent equations of this form where
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bnom is a user-determined nominal b-value which is used to

adjust the amount of diffusion weighting. This can be obtained
from the header of the DICOM files containing the diffusion
weighted images (DICOM tag (0019,10b0)). An example set of
diffusion encoding directions (rk) is

r0 = [0 0 0]T

r1 = [0.707 0.707 0]T r2 = [0 0.707 0.707]T

r3 = [0.707 0 0.707]T r4 = [−0.707 0.707 0]T

r5 = [0 − 0.707 0.707]T r6 = [0.707 0 − 0.707]T

The diffusion weighted MR images are stored in
dwepi.*.grads files.

Taking the natural logarithm and using linear algebra, for
each pixel, a linear system can be obtained from multiple diffu-
sion weighted measurements:
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Then, the unknown d vector can be found using pseudo-
inverse:

d = (MT M)−1MT S (3)

2.2. STAC: Similar Tensor Array Core

Diffusion Tensor (DT) images are a relatively new kind of im-
ages, that requires special features for their storage. Nowadays,
there is not a standard format for this sort of data, and there-
fore specific writers and readers must be implemented to man-
age data acquired by different equipments. In order to deal with
this, a standard has been proposed in [4] that is valid not only
for diffusion tensor images, but for general tensor fields. It is
named the Similar Tensor Array Core (STAC).

The standard consists of two parts: the general tensor stan-
dard array core (STAC) that is the basic type of storage for tensor
fields, and the extensions that provides more specific function-
alities for specific tensor types. By now, we have implemented
the core header that is the main part of the tensor standard. The
definition and implementation of an appropriate extension for
DT-MRI will be considered as a future task.

The standard core header contains the following fields:
• array dimensionality: It is the number of di-

mensions of the field.
• array size: It is the size of the field.
• array index names: It contains the name of the in-

dex of the field, therefore is an array n values, where n is
the array dimensionality. It is an optional field
that can be useful for processing issues.

• array tensor metric: It is a metric tensor that de-
scribes the metric in the array space. Thus, diagonal ele-
ments represents the scaling factor in each dimension. It
is a n× n metric tensor, where n is the array dimen
sionality. It is not a mandatory field, by default is
set to the identity.

• tensor order: It is a scalar number describing the
order of the tensor.

• tensor index types: Each tensor index can be con-
travariant or convariant. In this field, an array of m ele-
ments, where m is the tensor order, describes what
kind is each of the index.

• tensor index names: The name of the index of the
tensor elements. It is an optional field, useful for process-
ing tasks.

• tensor name: A name can be given to the tensor. It
is an optional field.

• description: Description of the tensor field can be
included. It is an optional field.

We have implemented both reader and writer for tensor stan-
dard data storage. Both of them are included as methods in the
VavDTI class. Two files are required to store the data: the first,
that has extension .stach, contains the header, whereas the
second contains the raw data and it has .stacd extension. Both
files have the same name, they only differs in the extension.

2.2.1. The Reader

The readerSTAC method receives as an input the file name
(without extension), and it assigns the appropriate values to the
VavDTI attributes. The array size is assigned to the dim-
Array variable, the spacingArray elements are set as the
values of the diagonal of the metric tensor, and a VavTensor is
built reading the data file. A value of ’0’ is returned by the
function if no error happens.
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2.2.2. The Writer

The writerSTAC method has as input the file name (without
extensions) where the VavTensor data will be stored. First of all,
the header file (*.stach) is written:

• array dimensionality: Since VavDTI class is im-
plemented for 3D arrays, it is set to 3.

• array size: The size of the array is obtained from
the dimArray value.

• array index names: This is an optional field, if no
value is given for the array names is set to ’None’ by
default.

• array tensor metric: The metric information that
provides the VavDTI class is the spacingArray vari-
able. Therefore, the tensor metric is represented by a 3x3
diagonal matrix. Each diagonal element represents the
spacing in each direction.

• tensor order: The diffusion tensors are second or-
der tensors, so this field is set to 2.

• tensor index types: The diffusion tensor is a con-
travariant tensor, so both index are of contravariant type.

• tensor index names: This is an optional field, if
no value is given for the array names is set to ’None’ by
default.

• tensor name: The tensor is named DT (Diffusion Ten-
sor)

• description: We include a brief description of the
tensor field in this field.

After writing the header file, the data are written in the *.stacd
file in raw format.

2.3. VAVframe Data Structure

In VavFrame, three data classes are generated for three main
data types. These are: VavScalar, VavVector and VavTensor for
scalar, vectoral and tensor fields. And VavData class is gen-
erated as an abstract data class for these three data types of
VavFrame. All data classes are inherited from this class.

VavData class includes 3-dimensional vectors for dimen-
sion, space and origin information for each direction x,y,z. And
two vtk objects are member of it. They are used to store data
fields. These variables are common for three data classes, but
the size of data components are not the same for all of them.
There are one component for VavScalar, three components for
VavVector, nine components for VavTensor classes for each voxel
in the field.

Data are stored in VtkImageData type object. It is one di-
mensional array, but data is in three dimension. So, we hold data
in order of x,y,z. And, the common reference frame with respect
to the anatomy is as follows:

• 1st dimension (X): Left→ Right

• 2st dimension (Y): Posterior→ Anterior

• 3st dimension (Z): Inferior→ Superior

VavDTI class is created to hold DTI specific data and man-
age DTI operations. It includes dimension, space and origin
information; diffusion tensor field, eigenvectors and eigenval-
ues of this tensor field, mean diffusivity, B0 images, fractional
anisotropy, lattice index, coherence index, diffusion weighted
images, bmatrices and a header information. These variables
are instances of VavScalar, VavVector and VavTensor classes
according to their types. There are reader functions for diffu-
sion tensor data from different formats in VavDTI class, such as

Stanford DTI data and PISTE DTI data. Also it includes a con-
version function from DWI to DTI and an eigen decomposition
function for DTI data.

2.4. Stanford DTI Data

There are two types of DTI data format that is being used at
Stanford University. The first one is the diffusion weighted im-
age DICOM (DWI-DICOM) format, and the second one is the
tensor raw data.

The DWI-DICOM data simply consists of the diffusion wei-
ghted images belonging to each slice, diffusion weighted direc-
tion and scan repetition. All these files are in DICOM format,
which is currently the standard file format used in the area of
medical imaging 2. These DICOM files are ordered consec-
utively and the file format is Ixxxx.dcm, where xxxx is a
number which starts with 0001 and goes up to the total num-
ber of images. The DICOM file ordering, from the outermost
to the innermost loop, is as follows: scan repetition→ diffusion
weighting direction→ slice (Figure 1).

The second file format consists of pre-calculated raw ten-
sor data 3. This consists of two sets of files: The first set is the
TensorElements.float.xxx files, where xxx denotes the
slice number. These contain the tensor element in the order:
Dxx, Dyy , Dzz , Dxy , Dxz , Dyz . In this case, the pixels are the
innermost loop, i.e., for an image resolution of n × n, the n2

Dxx elements are written first, followed by n2 Dyy elements,
and so on.

The second set is the Tensor.float.xxx files. Here,
the following n × n images are written to the file consecu-
tively: Mean diffusivity (units x106 mm2/s), maximum eigen-
value, medium eigenvalue, minimum eigenvalue, x component
of the maximum eigenvector (values between -1 and 1), y com-
ponent of the maximum eigenvector, z component of the maxi-
mum eigenvector, Fractional Anisotropy (FA, multiplied by 1000)
and b=0 image (arbitrary units).

2.5. PISTE DTI Data

DT-MRI based tractography techniques have been proposed to
propagate fiber trajectories in diffusion tensor fields. For the ac-
curacy and acceptability of these tracking methods, there must
be a general data set to evaluate the algorithms and their results.
PISTE, developed on behalf of the ISMRM Diffusion/Perfusion
Study Group, following an initiate at the 2003 Toronto meet-
ing, is intended as a resource for researchers interested in Dif-
fusion Tensor Magnetic Resonance Imaging and Tractography.
The aim is to provide a general database of simulated common
fiber tract trajectories that can be used for testing, validating and
comparing various tractography algorithms.

To evaluate the performance of tractography algorithms and
analyze the influence of several factors on tracking, PISTE in-
cludes several datasets differing with respect to

• signal-to-noise ratio,

• tensor field anisotropy,

• fiber geometry,

• interpolation and

• step-size.

For each setup there are 5 datasets provided:

• A T2-weighted image;

• The 6 elements of the diffusion tensor;

2http://medical.nema.org/
3http://rsl.stanford.edu/moseley/tensorcalc/
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Figure 1: Structure of DICOM files for DWI data. The data is acquired nr times for each one of the nd diffusion gradient directions.
nd must be at least 6 to recover the diffusion gradient and nr is usually selected to be 4. The repeated data acquisition is performed
for noise suppression.

• The 3 eigenvalues and eigenvectors;

• An image containing the tract initiation point or region
of interest;

• A calibration image showing the positive X,Y and Z di-
rections.

3. DTINTERACT

3.1. System Components

DTInteract application is a proof-of-concept C++ application
built on the VAVframe infrastructure. It consists of three main
components, the data standardization, fiber tractography, hap-
tic interfaces for tractography. The first component has been
explained in Section 2. Its major concern is to load 3D ten-
sor fields (and related data) into a common workplace, which
is chosen to be the VAVframe environment. We have currently
dealt with two datasets, the DTI data provided by Stanford Uni-
versity, LUCAS MRS/I Center, CA4 and the PISTE phantom
DTI dataset. The second component is composed of 4th order
Runge-Kutta based fiber tractography (PDD tracking). This is
the most well-known and widely used method for tractography.
Despite its drawbacks, we have decided to use it in this proof-of-
concept application. The final component is the haptic interface.
It is used to position orthogonal slices (axial, sagittal, coronal) in
3D, as well as to shape and locate 3D ROIs (region-of-interest).
These will be discussed in more detail in the following.

3.2. Base Application

The programming language used for the interface development
is C++, given the availability of libraries of classes written in
this language for visualization, haptics and user interface devel-
opment. In addition, C++ performance, although not as efficient
as C, is comparable to it.

Three C++ libraries have been used: VTK (Visualization
Toolkit) [5], CHAI-3D [6] and Qt [7], which will be described
below. VTK and CHAI-3D are open source and free. The open
source version of Qt was employed for this project.

VTK is a widely used C++ class library for visualization
tasks and image processing, and it provides high level classes
for computer graphics. It makes use of the underlying low level

4Courtesy of Prof. Roland Bammer, PhD.

graphics library, like for example OpenGL. VTK provides tools
for creating complex visualization scenes, and is multiplatform.

The application uses a Sensable Phantom Omni as haptic
input device for the interaction with the user. In order to control
it, the library CHAI-3D is employed, which provides classes for
the management of a wide variety of haptic devices and real-
time simulations.

Qt is a C++ object library with a rich variety of resources
for user interfaces development. It also provides a signal-slot
paradigm for communication between objects. Signals and slots
can be connected, so that when a signal is sent, the slots it is
attached to are executed. This mechanism provides the funda-
mental communication system of our interface.

The main classes that intervene in the application are VavDTI,
TestApplication, VavDTIViewer and the classes involved in hap-
tic management, which will be explained here below.

3.2.1. VavDTI

This class is able to load and save DTI data in Stanford and
STAC formats, extract some of the tensor characteristics. The
methods for computing tractographies and visualizing the dif-
ferent DTI data are also included in this class.

3.2.2. TestApplication

This class provides the interface management and interconnec-
tivity of the different parts of the application. It gives func-
tionality to the interface and manages the methods provided by
VavDTI. It also provides functions for connecting the haptic
classes for user interaction.

3.2.3. VavDTIViewer

This class inherits from the class vav3DViewer, which has as
a consequence that it encapsulates both a QVTKWidget and a
vtkRenderer object. This class is used to provide a display for
the visualization of the DTI components and provide haptic in-
teraction to the application, along with the class TestApplica-
tion.

The application uses orthogonal slices of scalar voumes for
the fractional anisotropy, mean diffusivity and B0 coefficients.
The major eigenvector field is visualized using lines at each
point of the slices, and the tracts are visualized as tubes (Fig-
ure 2).
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Figure 2: GUI for the base DTI Application.

3.3. DTI Tractography

Since water diffusion in brain is constrained by the myelin cov-
ering of the axons, it is possible to assess the fiber structure by
tracking the direction given by the DT major eigenvector. This
eigenvector represents the maximum diffusion direction, and for
this reason, it is supposed to be tangent to the fiber bundles
at each voxel. In this way, the integration of the vector filed
will provide the diffusion path. Some numerical methods can
be used in order to integrate the vector fields, such as Euler or
Runge-Kutta integration methods. In this implementation, we
have considered a 4th order Runge-Kutta integration method,
which is detailed just below.

3.3.1. 4th order Runge-Kutta method

The integration method must start from an initial or seed point
ro, from which the diffusion path is defined. The points that
belongs to the path are iteratively computed according to the
next equation [8]:

rn+1 = rn + hVn+1 (4)

h stands for the step length parameter, that is a parameter
set by the user in our implementation. Vn is a vector computed
by the next equation that is actually the 4th order Runge-Kutta
method:

Vn+1 =
1

6
(k1 + 2k2 + 2k3 + k4) (5)

Where k1, k2, k3, k4 are defined as a function of a continu-
ous Vector field E(r):

k1 =
VnE(rn)

VnE(rn)
· E(rn)

k2 =
VnE(rn + h

2
· k1)

VnE(rn + h
2
· k1)

· E(rn +
h

2
· k1)

k3 =
VnE(rn + h

2
· k2)

VnE(rn + h
2
· k2)

· E(rn +
h

2
· k2)

k4 =
VnE(rn + h · k3)

VnE(rn + h · k3)
· E(rn + h · k3)

This definition of the coefficients ensures that the angle between
consecutive vectors is smaller than 90◦.

3.3.2. Implementation

The Runge-Kutta method is implemented by the RungeKuttaIn-
tegration method, that has three input parameters, the curvature
threshold, the step length and the anisotropy threshold, that are
more detailed below. It returns 0 value if there is not error. The
resulting streamlines are stored in the streamlineList attribute of
the VavDTI class that is a vtkPolyData object. Next, we com-
ment some implementation details.

• Seed Points: In our implementation, we consider as
seed point every voxel whose anisotropy is higher than a
given threshold value set by the user. Since fibers belongs
to the white matter, that is the area where anisotropy is
higher, it only makes sense to compute streamlines in ar-
eas of high anisotropy. Moreover, the voxels that belongs
to a previously computed streamline are not used as seed
points.

• Initial conditions: For each seed point ro, a
streamline is computed following the Runge-Kutta inte-
gration method. The initial value of Vn is Vo = e(ro),
that is, the eigenvector in the initial point.

• Stop criteria: The streamline computation from a
given seed point stops when one of the following condi-
tions is achieved:

– The line arrives to a region of lower anisotropy,
that is, the fractional anisotropy is lower than the
threshold set by the user.

– The angle between successive streamlines segments
is higher than a threshold value set by the user. This
criteria is based on a priori anatomical knowledge:
the fiber curvature is small.

• Interpolation: Let’s notice that the Runge-Kutta
algorithm considers a continuous vector field, but the eigen-
vector field is defined in a discrete grid. For this reason,
interpolation of the vector field is required. In this im-
plementation, we have computed a linear interpolation
among the nearest eigenvectors.

• Tracking Parameters: Three parameters are set
by the user to carry out the tractography algorithm:

– Fractional anisotropy threshold: The voxels whose
anisotropy is higher than this threshold will be con-
sidered as white matter, and the fibers will be com-
puted from them. By default is set to 0.15.

– Curvature threshold: It represents the maximum
angle of curvature allowed for a streamline. If the
angle is higher, the streamline tracking is stopped.
The default value is π/6 rad.

– It is the value of the step length h in the Runge-
Kutta algorithm. By default is set to 0.9, that is one
half of the voxel size in the smallest dimension.

3.4. Haptic Interface

Haptic devices are capable of enhancing the space comprehen-
sion in a user interaction with the virtual environment, by pro-
viding many Degrees-of-Freedom (DoF) for the input as well
as force-feedback, thus achieving an increased realism for the
perception of the scene contents. The primary goal of haptic in-
troduction into the DTI application is to allow the user to interact
with both the volumetric and DTI data in a better way.
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3.4.1. Application Environment

The haptic device that was used in this project was the Phan-
tom Omni from SensAble. Phantom Omni provides 6-DoF input
(position + orientation) and 3-DoF of force-feedback. In order
to control the haptic device, the CHAI-3D library was used. In
addition, VTK and Qt were used for visualization and GUI, re-
spectively.

Since VTK and CHAI-3D consume each much time for
their own main-loops, Qt timers were used to provide the nec-
essary time distribution for both loops. The correlation between
the two loops is accomplished by Qt’s signal-slot mechanism.
Whenever an event occurs in the haptic environment, such as
creation or modification of a new ROI, a Qt-signal is sent from
the haptic loop, which is later caught by a QVTK widget for fur-
ther processing. The integration of Qt, VTK and CHAI-3D has
been the primal concern in this effort.

3.4.2. Haptic Slicer

In the haptic environment the first problem to be solved is the
representation of the three perpendicular and discriminated slices,
as they exist in VTK environment. As a result, the user will be
able to move those slices in the local coordinate system accord-
ing to this specific perpendicular schema. The basic model for
these slices is stored as an external WRL file. The haptic envi-
ronment loads the above file during the initialization through a
Qt-signal and afterwards reads the position of the slices from
the VTK. This position is in the form of a vector ~PV TK =
(px, py, pz) and the values px, py , pz correspond to the posi-
tion of the planeXY , Y Z andXZ, respectively. As mentioned
before, the user will be able to rotate the entire scene using the
haptic cursor. This means that if the user has already changed
the position of the slices in VTK environment before the initial-
ization of the haptic environment or has rotated the entire scene
using the haptic device, the application should be able to move
the slices in the appropriate motion direction. One should won-
der here how can the haptic understand the direction in which
should it move the slices. The haptic proxy, during collision de-
tection, returns the 3D point in the local coordinate system. This
information is not adequate in order to find the direction of mo-
tion for the slice with which the proxy has collided. One solution
is to analyze the vector of the haptic cursor in order to find the
direction according to which the user “pushes” the current slice.
On could ask what happens if we have only collision detection
and almost zero vector force in this point? A better solution for
this problem would be to replace each one of the prototype slices
with two discriminate slices on either side that are extremely
close to the prototype slice’s position. Thus, if for example the
position of the XY plane is px then the two slices will have the
positions px − 0.005 and px + 0.005 , respectively. The small
distance between the slices makes this trick invisible to the user
and enables the application to work properly without the need to
store any immediate information regarding the rotations of the
scene. It also doesn’t depend on the rotations the user has per-
formed through the VTK environment. In this case, the result-
ing wrl file consists of six slices. Each slice has a specific name
p.e. for the XY plane we have two slices: XY Plane Back and
XY Plane Front. The two slices can be moved along the vector
~V = (0, 0, 1) by adding a positive number for the first one while
adding a negative number for the second one, to their current
positions. In case the user has loaded the haptic environment
but has rotated the scene in VTK, a Qt-signal is enough for the
calculation of the new positions in order for the application to
obtain balance between the two autonomous environments. The
range of this position vector depends on the size of the volu-

metric dataset, which has been loaded in the VTK environment.
To overcome this limitation, the wrl file includes slices of size
2, meaning that each slice could be positioned between [−1, 1].
Thus, the vector ~PVTK is transformed in the haptic environment
to ~Phaptic as follows:

~Phaptic = (
px

Nz
,
py

Nx
,
pz

Ny
) (6)

where Nz , Nx, Ny are the z,x,y dimensions of the plane per-
pendicular correspondingly to each slice. When the user rotates
the scene in the local coordinate system of the slices, the coor-
dinates remain unaltered, so the vectors along which the slices
that could be moved do not changed.

The haptic slicer application consists of two display win-
dows: the first window is an OpenGL window that contains the
haptic scene whereas the second one is a VTK-window that con-
tains the main environment for the DTI application.

In order to control the VTK world, several objects are placed
into the haptic scene. Three orthogonal planes in the haptic
world represent the slices in the VTK-world. Pushing these
slices without pressing a key rotates the scene, while pushing
them while pressing the key, translates the planes along that di-
rection so that different slices in the VTK-world can be seen.

3.4.3. Haptic ROI Manipulations

The second aim of the haptic environment was the creation of
the ROI’s. By default, a ROI is a sphere which is provided to
the system as an external wrl file. In this point we should men-
tion that in the beginning the slices consist of a separate and
autonomous object in the local coordinate system. When the
user loads a ROI then the sphere becomes a child of this object
and it is placed in an default position. When the haptic device
collides with an ROI and the user presses the button in the haptic
device then the current ROI becomes a child of the world object
and afterwards it is moved accordingly by the haptic cursor. In
that way, the user is able to “capture” a ROI, with the haptic,
and can rotate the scene in order to find the desirable without
placing the ROI somewhere else in the scene. The realistic per-
ception of the 3D scene is one of the main advantages of the
haptic device. When the user chooses an appropriate position
for the ROI, he releases the button of the haptic device and thus
the ROI becomes again a child of the local coordinate system
now having the position the user decided. As mentioned before,
the placement the ROI results in a different coordinate system
whose child we wish to become, having a specific position.

The next step is to use the haptic to place the ROI mesh
in a specific location ~Proi and afterwards set the ROI mesh as
a child of the slice system, by locating it in the same position
~Proi. To achieve that we have to set the local position of ROI
mesh, which is relative to the slice system, equal to the global
position of the proxy, since the position of an object is relative to
its parent. If the slice system has no rotation, the two mentioned
positions should be the same., If the slice system has a rotation,
we need to compute the position of the proxy relative to slice
system’s frame and set ROI mesh’s position equal to that. The
slice system is constantly moving so we need to calculate its
position for every iteration. Let ~Proi,final be the position of the
ROI in the slice system local coordinate system, Rscene be the
global rotation matrix of the scene and ~Pdevice be the global
position of the device. Then the appropriate transformation is
defined as:

~Proi,final = [Rscene]
T ∗ (~Pdevice − ~Proi) (7)

where [.]T denotes the transpose of a matrix.
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Figure 3: The snapshot of the haptic interface demonsration.
The left panel is the VTK display which works in parallel with
the right panel which is a graphical representation of the data
volume, three orthogonal slices and the spherical ROI. The tip
of the 3D haptic pointer is shown touching (holding) the ROI for
positioning.

Apart from creating a ROI, the user is able to destroy, en-
large or shrink a ROI by selecting it with the haptic cursor and
applying the desired procedures. At the right part of the hap-
tic world there are two spheres that can be used for the addition
and removal of the sphere-shaped ROIs. When the bottom-right
sphere is selected, a ROI is added to the center of the scene. This
ROI can be translated by touching it, pressing the haptic button
and moving it around the scene. If the ROI is placed inside the
bounding box of the volumetric data, it will stay there. But if
the user tries to place the ROI outside the bounding box, it will
automatically be placed at the center of the scene. In order to
remove the ROI is removed, someone should drag and drop it to
the upper thus erasing it from the scene.

At the left part of the haptic world there are two additional
spheres that are used to increase and decrease the size of the
ROI. By selecting the ROI and dropping it at the upper sphere it
grows. If it is dropped at the lower sphere, the ROI shrinks.

The step factor for changing the size of a ROI is determined
from the user. For the time being, the shape of the ROI’s are just
spheres and their shapes cannot be modified. Figure 3 shows a
screenshot of the haptic interface demonstration.

4. DISCUSSION

The DTI project’s goals can be grouped into three: The im-
plementation of a baseline application, the implementation of
the STAC standard and the development of haptic interaction
tools. The development was done within the VAVframe frame-
work. VAVframe is a C++ library that uses VTK, ITK and
Qt. VAVframe has two goals: To provide a unified and stan-
dardized environment for code development and documentation,
to function as a repository of the R&D at VAVlab (http://
www.vavlab.ee.boun.edu.tr) for the continuation and
progress of research efforts. It is a common problem of research
labs that many invaluable contributions that cost significant time
and money, become unusable as soon as the individuals who de-
veloped them move. VAVframe aims at avoiding this problem.
The project team achieved all goals, yet the integration of these
components could not be completed during the workshop.

The major problem that we have encountered was the in-
tegration of the VTK library, that VAVframe uses extensively,
and the open-source CHAI-3D library used for haptic devices.
Part of the project team worked exclusively on finding solutions
for this integration. The current implementation is a proof-of-
concept application which allows the users to rotate 3D volume,
slide cross-sectional planes, position a spherical ROI and change

its size. One of the unfulfilled goals was to develop haptic in-
terface to modify the shape of 3D ROI. Using FEM for shape-
modification seems a promising approach but it will certainly
add some overhead due to real-time calculations. This is left for
future work. In addition to the haptic controls discussed so far,
haptics could also be used to move along individual fibers (like
a bead sliding along a space-curve) for enhancing the percep-
tion of the topological properties of the fibers by the user, like
curvature, torsion of the curve representing the fiber. In such
a case, the haptic device could be used as a play-back device
that moves the user’s hand along the fiber or as a passive device
that applies constraint forces whenever the haptic cursor tends
to move away from the curve. Another option would be to send
high force-magnitudes to the haptic device in regions where the
fiber intensity is high so that the user can “feel” regions of high
neural activity & concentration in the brain.

The base implementation and integration of the STAC with
the software was completed. However, due to the unforeseen de-
lays in the development of haptic interface, we could not demon-
strate the final goal of the project. The goal was to demonstrate
the use of real-time haptic ROI manipulations (shaping and po-
sitioning) with tractography results within a dynamic ROI query
paradigm. The target application was envisioned to display the
fiber tracts that intersect with a 3D ROI which is manipulated
with a haptic device, in real time. Although this goal could not
be achieved, the invaluable know-how that was developed dur-
ing the workshop regarding the integration of different software
libraries is a big step forward.

5. CONCLUSION

A proof-of-concept DTI application was aimed during the project.
Several issues, including the integration of STAC, implemen-
tation of DWI to DTI conversion (tensor estimation), integra-
tion of CHAI-3D and VTK through Qt were solved during the
project. Although the final application could not be completed,
the know-how generated during the workshop is invaluable. Cur-
rent efforts are concentrated on the integration of these compo-
nents with the addition of original DTI analysis algorithms.

The project was run by VAVlab, Boğaziçi University, İstan-
bul, Turkey, in collaboration with Stanford University, School
of Medicine, Department of Radiology, LUCAS MRS/I Center,
CA, USA, University of Valladolid, Valladolid, Spain and Aris-
totle University of Thessaloniki, Thessaloniki, Greece.
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from Boğaziçi University. His research in-
terests include computer graphics, compu-
tational geometry, haptic rendering & in-
terfaces and real-time simulation.

Email: denizdiktas@gmail.com
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MULTIMODAL SERVICES FOR REMOTE COMMUNICATIONS: THE
VOTE-REGISTRATION EXAMPLE
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ABSTRACT
With the development of the Next Generation Networks, par-
ticipants in meetings will communicate using the medium that
best suits them (text, audio, video). Services provided to make
meetings more efficient will have to be implemented taking into
account the multiple modalities available. The most advanced
multimodal/multimedia signal processing techniques will beco-
me the core tools that services will exploit. This project aimed at
developing a proof of concept for multimodal services for com-
munications. The communication exchange, image, speech and
text processing for automatic vote counting in meetings is pro-
posed as an example of a service to be developed over a com-
munications architecture.

KEYWORDS
Telecommunications – Image processing – Speech processing –
Vote registration – Multimodal – Multimedia communications

1. INTRODUCTION

Technology has enabled remote synchronous collaboration. It
allows employees to work together from distant locations by
sharing audio and visual information. Meetings with remote col-
leagues have extended the work environment beyond the physi-
cal office space. Some of the technologies that make communi-
cations rich because they are multimodal (e.g. videoconference)
are still not widely utilized, despite being considered useful to
most people [1]. This is due to the fact that a technological
solution is only adopted when the benefits from using it (both
economic and in human performance) overrun the hassles of in-
troducing it in the work environment.

Most of the research efforts made by the signal processing
and HCI communities have been driven towards enhancing the
way humans work. By examining some of the recent works to
incorporate advanced signal processing in the workplace, we re-
alize that most approaches focus on developing smart environ-
ments. For instance, researchers from European projects (FP6)
AMI / AMIDA [2] or CHIL [3] investigate meetings as artifacts
to improve inside an intelligent space (meeting room) and they
combine different technological solutions, e.g., recording audio,
person localization, automatic summarization from audio, ani-
mation of avatars, etc. so to help workers perform their tasks
[4]. These projects take a technology-driven approach where,
from technical challenges related to making technology perva-
sive to employees, they create practical scenarios to test their
solutions.

Meetings and work are no longer restricted to an office envi-
ronment. Conference calls and most infrequently utilized video

conferences enable participants to intervene in meetings wher-
ever they are. Current communication technologies do not com-
pletely exploit the multimodal nature of humans. The Next Gen-
eration Networks (NGN) [5] [6] standardization initiatives aim
at enabling platform-agnostic (any vendor and any provider),
heterogeneous (any modality and medium) and asymmetric (no
need for both sides of the communication to share the same
modality to communicate) communications. Within this new
paradigm, services that will enhance communications and thus
make meetings more efficient will be more easily developed.

Doing research on multimodal services for synchronous com-
munications implies being at the intersection of three major fields:
telecom networking, multimedia/multimodal signal processing
and ubiquitous computing for context awareness. The network-
ing community is not only focusing on standardization but also
on developing the protocols and algorithms that will facilitate
the smooth data exchange for multimodal services to run over
any kind of network. Multimedia signal processing concentrates
its efforts in creating algorithms that can analyze and synthe-
size multimodal signals (text, video, audio) to extract or provide
useful information that that can be exploited to enhance com-
munications. Ubiquitous computing is looking at multimodal
signals from sensors to specifically make technology aware of
the context on which humans use computers and other devices
(e.g. phones) so to adapt to their circumstances and automati-
cally provide users with, for instance, the most suitable commu-
nication solution available.

This project has focused on developing an automatic vote
registration service over a simulated communication network as
a proof of concept of a novel modular context-aware approach
to create technology that enhances communications for meet-
ings. The chosen service enables automatic vote counting from
all participants joining a meeting independently of the medium
they utilize to communicate. During the project we have fo-
cused specifically on the multimodal signal processing needed,
the protocol for the exchange of information between the vote
registration system and the user and, inside the network. We
have assumed that the system already “knew” the best commu-
nication option for each participant.

This report is divided as follows. Section 2 overviews the
theoretical framework for the context-aware communication plat-
form and services upon which our research is based. Right after,
we discuss the communications protocol and the information ex-
change needed for this kind of platform in the context of NGN
and current multimedia streaming protocols. In Section 4 we de-
scribe the vote registration service. Sections 5, 6 and 7 explain in
depth the real-time signal processing techniques and algorithms
created to enable vote counting on each medium as well as how
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the natural interaction with the participant has been designed.
They also cover some preliminary tests of their algorithmic per-
formance. The prototype implementation for simulating how
the service could work cross platforms is discussed in Section 9.
We conclude and give some future perspectives in Section 10

2. MULTIMODAL/MULTIMEDIA SERVICE
ORIENTED TECHNOLOGY DESIGN FOR

COMMUNICATIONS

Developing a context-aware multimodal framework to create ad-
vanced services for synchronous communications will lead to
improving the efficiency of meetings. Our research objective is
to move from a technology-driven approach to improve meet-
ings, to a method that designs technology mainly conducted by
user and business needs.

In [7], the authors detail the approach taken to face the chal-
lenges; the framework they propose is the foundations of this
project’s work. In this section we will summarize the most im-
portant points. This approach focuses on two key aspects:

1. Modularity: the full technology offer will comprise a
range of modular services for meetings, each addressing
a specific aspect of a meeting, from preparation to follow-
up (i.e. services will help users before, during, and after
the actual meeting time).

2. Adaptation to user and business needs: these services
are combined and proposed to a specific meeting and
to their participants depending on the context: people’s
context (previous history, roles of participants, where-
abouts), meeting context (tasks, objectives) and the en-
terprise context (underlying business processes). Fig. 1
depicts the concept.

Figure 1: This illustration conceptually depicts the architecture
to create technology for synchronous collaboration. The reason-
ing piece of the architecture is built based on the participant’s
context and the task interaction so to provide the services needed
to make the meeting more efficient. These services are built on
top of modular multimodal/multimedia signal processing blocks.

The core elements of this platform are:

1. Service Conception: a service for synchronous collabo-
ration is a set of technologies devoted to a particular as-
pect of a meeting. When defining a service, the specific
technology that will be used to implement it is not con-
sidered. Some examples of services are: vote registra-
tion; summarization (minutes); time discipline service;
follow-up management; digitalization of analog content;
question capture and management; etc.

2. Modeling Interaction and Building the Reasoning Le-
vel: after analyzing workflow, context and interaction

specific to synchronous collaboration, we can build mod-
els that will deduce the suitable combination of services
for a meeting. These models will determine when cer-
tain services will or will not be required. For example, in
meetings where team-members know each other well, an
“introduction service” where participants are introduced
and their identity is present along the entire meeting will
only add load to the work environment and no value,
therefore, this service might not be proposed.

3. Modular Design of Technologies: in this framework,
no prior hypotheses are established when developing the
technology that seamlessly deploys the services that are
needed. Different technologies might be required to de-
ploy the same service; different services might require
the same technology. For instance, in meetings where
decisions must be taken, a “vote registration service” like
the one this project proposed could be included. To auto-
matically register votes, distinct technologies will adapt
the service to the context. Those attending the meet-
ing at the office could naturally raise their hand; using
video-activity analysis votes could be counted. For those
connected through a call, voting by speech recognition
is a suitable option. Complementarily, the same video-
activity analysis that detects raising hands could be used
in an “interruption management service” too.

3. COMMUNICATION PROTOCOL

3.1. Next-Generation Network Services

Today business environments are competitive and complex. Suc-
cess lies on outstanding customer service. The demand is grow-
ing for powerful new communications services as a way to en-
hance customer service and build a competitive edge. At the
centre of these new services is the next-generation network (N-
GN).

Standardization of multi service network technologies for
next generation networks are conducted by European Telecom-
munications Standards Institute - ETSI [6] and by the Interna-
tional Telecommunication Union - ITU [5].

Providing end users with multi-modal access to availabil-
ity and location of other end users improves flexibility and effi-
ciency of human-machine communications, and support the user
in person-to-person communication.

Concepts like integrating presence and context information
with multimodal interaction may influence the use of such ser-
vices. In order to achieve this, the network has to provide basic
interaction functions and dialog control, wherever several de-
vices are used in parallel, like an Instant Messenger as a multi-
modal application [8].

The next-generation network is the next step in world com-
munications, traditionally enabled by three separate networks:
the public switched telephone network (PSTN) voice network,
the wireless network and the data network (the Internet). NGNs
converge all three of these networks-voice, wireless, and the
Internet-into a common packet infrastructure. This intelligent,
highly efficient infrastructure delivers universal access and a
host of new technologies, applications, and service opportuni-
ties.

There are three types of services which drive NGNs: real-
time and non real-time communication services, content ser-
vices, and transaction services. The service-driven NGN gives
service providers greater control, security, and reliability while
reducing their operating costs.

Built on open modular elements, standard protocols, and
open interfaces, the NGN caters to the specific needs of all users
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Figure 2: Multi service networks (illustration courtesy of ITU-
T).

(see Fig. 2). It unites traditional wireline and wireless voice,
video, and data using a packet-based transport. The new class
of services it enables is more flexible, scalable, and cost-efficient
than services that have been offered in the past.

The solutions for the next generation communications are
built with open, flexible, standards-based building blocks. Us-
ing modular building blocks makes it easy to add new features,
services, and value to existing systems.

Some interesting use cases of services and capabilities to be
supported in next-generation networks are presented in [9] by
the ITU-T Focus Group on NGN.

Multimodal interaction has become one of the driving fac-
tors for user interface technologies, since it allows combining
the advantages of traditional graphical interfaces that are used
in computer environments with speech driven dialogs emerging
from the telephony world.

The concepts of dialog presentation for graphical and vocal
interfaces, especially for internet based applications, require a
new approach to combine interface description languages like
Hyper Text Mark-Up Language (HTML) and VoiceXML.

Multimodal interaction has significant advantages:

• User can select at any time the preferred modality of in-
teraction;

• Can be extended to selection of the preferred device (multi-
device);

• User is not tied to a particular channel’s presentation flow;

• Improves human-machine interaction by supporting se-
lection of supplementary operations;

• Interaction becomes a personal and optimized experience;

• Multimodal output is an example of multi-media where
the different modalities are closely synchronized.

3.2. Protocol and architecture

After evaluating current networking possibilities that would en-
able a vote registration service, we decided to develop a central-
ized architecture where a server will manage the meeting ini-
tialization and vote counting part. The client application will be
in charge of adapting the service, in our case the vote registra-
tion exchange, to each modality. This implies that the required

signal processing will be performed locally and that no media
streaming with the vote registration service server will be done.
We are letting the server application decide what the appropriate
method for establishing the communication is; this decision will
be based on the context and present information held in the sys-
tem. The client application is responsible for the distribution of
data to the handling resources, the activation and synchroniza-
tion of the speech resources and the presentation of information
to the participant based as well on its personal context informa-
tion.

Since the server is not doing the signal processing and only
manages the communication and the exchange of information
for the service, we found the use of XML files to transfer data a
suitable solution.

<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”ISO−8859−1”?>
<c o n t e x t p r o f i l e >

<m e e t i n g i d >100</ m e e t i n g i d>
<n u m a t t e n d e e s >3</n u m a t t e n d e e s>
<p a r t i c i p a n t >

<p a r t i c i p a n t t y p e >O r g a n i z e r </ p a r t i c i p a n t t y p e >
<c o m m u n i c a t i o n s i n>v i d e o a u d i o </ c o m m u n i c a t i o n s i n>
<c o m m u n i c a t i o n s o u t>v i d e o a u d i o </

c o m m u n i c a t i o n s o u t>
<c o m m u n i c a t i o n s i d >01</ c o m m u n i c a t i o n s i d>
<f i r s t n a m e >Ana</ f i r s t n a m e >
<l a s t name>Andres d e l Va l l e </ l a s t name>
<company name>Accen tu re </company name>
< t i t l e >P r o j e c t Manager </ t i t l e >

</ p a r t i c i p a n t >
<p a r t i c i p a n t >

<p a r t i c i p a n t t y p e >Atendee </ p a r t i c i p a n t t y p e >
<c o m m u n i c a t i o n s i n>video </ c o m m u n i c a t i o n s i n>
<c o m m u n i c a t i o n s o u t>v i d e o a u d i o </

c o m m u n i c a t i o n s o u t>
<c o m m u n i c a t i o n s i d >02</ c o m m u n i c a t i o n s i d>
<f i r s t n a m e >Usman</ f i r s t n a m e >
<l a s t name>Saeed </ l a s t name>
<company name>EURECOM</company name>
< t i t l e >PhD s t u d e n t </ t i t l e >

</ p a r t i c i p a n t >
</ c o n t e x t p r o f i l e >

<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”ISO−8859−1”?>
<command prof i l e>

<command name>S t a r t c h a t </command name>
<num param>2</num param>
<param 1>bosphorus 07 </param 1>
<param 2>bosphorus 08 </param 2>

</ command prof i l e>

Figure 3: Example of context and command (start chat) XML
files.

For a better understanding how the system works we will
detail the steps taken by the service:

1. First the participant connects to the meeting server

2. Participant sends an XML file with the context profile
The context profile has the following information:

• meeting id - identifier of the meeting to get con-
nected to

• participant type - participant role (organiz-
er/attendee)

• num attendees - indicates how many partici-
pants are on this communication link

• communications in - values from {video &
audio, text only, audio only}

• communications out - values from {video &
audio, text only, audio only}

• firstname - for attendee
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• lastname - for attendee

• company name - for attendee

• title - for attendee

3. After the server processed the context profile, tracks how
many participants are there already and then assign con-
nections to participants

4. The server stores the participant’s context information

5. The server analyzes the different contexts to establish the
communication strategy

6. The server sends commands to participants to indicate
the modality of communications to be used.
The commands have the following structure:

• Command Name - values from start chat, start call,
start videoconference, start voting mode, end vot-
ing mode

• No Parameters - the number of parameters the
command takes;

• Parameter List - a list with all the parameters.

We refer to Fig. 3 for a couple of examples of the XML
used in the project.

3.3. Discussion and future perspectives

A centralized architecture that provides service management en-
sures minimum exchange of data related to the new service run-
ning on top of communications. We expect NGN to be able
to manage how each platform will adopt this architecture, most
likely through specific gateways. At this point in the evolution
of these networks, it is difficult to forecast if service/client ar-
chitectures will be more efficient that a peer to peer ones. We
refer the reader to [10] [11] [12] [13] for multiple discussions
on the topic.

Each platform uses different devices to run their communi-
cations. If the required signal processing is performed locally,
we should be aware that the computing power differs from a mo-
bile telephone to a PDA or a laptop. Therefore, even if the pro-
posed algorithms are working in real-time on a computer, some
tuning might be needed to run on other devices. In our project
we have only run simulations that use PC or laptop as process-
ing points (see Section 9 for more details). A plausible option
to run complicated algorithms on low-computing power devices
is externalizing the processing to a more powerful device (i.e.
a server). In this case, we would apply the same client/server
architecture for the signal processing. The advantage is clear;
we can obtain the benefits of complicated algorithms on, for in-
stance, mobile phones, as it is already exploited in [14]. The
major drawback is that media streaming (e.g. video and audio)
between the device and the server will be required thus loading
the network with data and also introducing even more delays to
the processing. We clearly recommend separating the service
management part, which is common to all platforms and com-
munication styles, from the signal processing part. Although
both could be designed using a server/client architecture, we be-
lieve that developing them jointly could negatively interfere in
the performance of the service.

Future work regarding the architecture will include these
three points:

• understand how the vote-registration service would be
adopted in a NGN architecture;

• study how to develop the algorithm for each platform,
evaluating if a specific media processing server is needed
or not;

• use ubiquitous techniques to get participant, business and
social context automatically so as to update the XML
data that provide critical information to the system.

4. MULTIMODAL VOTE-REGISTRATION SERVICE

During a meeting held among participants that are connected
from different points of the world using different communica-
tion means (videoconference, chat, telephone, etc.) a decision
must be taken. A vote-registration service would enable the au-
tomatic count of each of participants’ choice. One of the par-
ticipants, most likely the organizer, will announce the decision
to be taken to the system, along with the available options. The
system will gather each participant’s choice and announce the
results from the survey.

This system seems too complex to simply count the votes
in a meeting, above all if the meeting is organized among a few
participants. The usefulness of a system like this comes when
meeting size scales up. If we need to register the vote of many
people, traditional around-the-table human strategies to count
are not feasible. Therefore, voting among many people is not
done during meetings, but off-line through surveys, and meet-
ings where decisions must be taken tend to have a reduced num-
ber of participants. A service like the one we propose could help
change that, and allow technology to adapt to business needs in-
stead of having people adapting to the restrictions technology
imposes.

4.1. Types of questions that have been evaluated

In our project we have evaluated two kinds of questions for vote
registration:

• Binary: the expected answer can be either yes or no.

• Multiple-choice: the participant can choose among a close
set of options.

We have not analyzed open sets of options where participants
are also allowed to vote for non pre-established options.

4.2. Studied modalities

In this project we have studied the following cases:

1. Text as input and output modality: we consider the
scenario where participants join the meeting through a
chat. We do not analyze how the meeting and any of
the other available communication modalities (e.g. au-
dio) would be transcribed to text, but only how the vote-
registration should be performed.

2. Speech as input and output modality: this is the most
common scenario in current remote meetings. People
join the meeting through the phone.

3. Video/Audio input and only video output modality:
this case is considered specifically for the vote registra-
tion when multiple people want to naturally vote, and
they raise their hands in a meeting room that might or
not be multicast to other meeting participants.

4. Video/Audio input and video/audio output: In a sec-
ond scenario involving video, if only just one person is
facing the camera, the vote registration can be done by
analyzing the video to understand what he or she has
voted and then also couple the information with the speech
analysis. In this case, if one of the two systems is not
robust enough the use of multimodality should help us
better discern their choice.

14



Proceedings of the eNTERFACE’07 Workshop on Multimodal Interfaces, İstanbul, Turkey, July 16 - August 10, 2007

This report covers the development of the multimodal signal
processing techniques needed to register one single vote coming
from a participant over a chat, one single participant facing the
camera, multiple participants facing a camera and one single
participant speaking over the phone.

As future work we would like to be able to exploit the mul-
timodality coupling between audio and video both are available
as input and output.

5. TEXT MODALITY

From all the modalities analyzed to perform the vote registra-
tion, text-based ones, i.e., those used for platforms like instant
messaging, SMS and chats, are the simplest in terms of signal
analysis. Typed characters in sentences are easy to display and
analyze as they have always belonged to the most common de-
vice interfaces.

Text vote-registration is a quite controlled scenario. Its sim-
plicity makes researchers consider how to build natural com-
munication exchange the real challenge for this modality. Nat-
ural language processing (NLP) is the subfield of artificial in-
telligence (AI) and linguistics that deals with the understand-
ing, transformation and natural synthesis of language (the same
principles that apply to text communications are extendable to
speech exchange). Text parsing and advanced AI techniques can
be used to developed almost “human” interfaces.

5.1. The proposed interaction algorithm

Our approach mainly leads the participant to choose an available
option, by double-checking his choice, and making sure that he
responds (refer to Fig. 4). Currently, we do not allow the user to
avoid voting, unless a blank vote is considered as an option. We
treat multiple-choice and binary questions the same way. The
implementation of natural language interaction on text should
lead to solutions that will not upset or tire users.

Figure 4: This schema illustrates the interaction between the
participant and the automatic text vote registration.

5.2. Future perspectives

Although the language processing required for a vote system is
not very complex. It would be interesting to design different ex-
change and interaction schemas applied to binary and multiple-
choice questions. Not being this the main goal of the project, we
leave the usability analysis of this part of the vote-registration
service for future research.

6. SINGLE-FACE VIDEO

Head gesture recognition systems aspire to have a better under-
standing of subliminal head movements that are used by humans
to complement interactions and conversations. These systems
vary considerably in their application from complex sign lan-
guage interpretation to simple nodding of head in agreement.
They also carry additional advantage for people with disabilities
or young children with limited capabilities.

As part of the project, we focused on a simple yet fast and
robust head gesture recognition system to detect the response of
users to binary type questions. We did not wish to be limited by
using specialized equipment thus we have focused our efforts in
using a standard webcam for vision based head gesture recogni-
tion.

6.1. State of the Art

Head gesture recognition methods combine various computer
vision algorithms for feature extraction, segmentation, detec-
tion, tracking and classification so categorizing them based on
distinct modules would be overly complicated. We thus propose
to divide the current head gesture recognition systems into the
following categories.

6.1.1. Holistic Approach

This category of techniques focuses on the head as a single en-
tity and develops algorithms to track and analyze the motion of
head for gesture recognition. The positive point of these tech-
niques is that as head detection is the main objective, they are
quite robust at detecting it. The main disadvantage is the accu-
racy in detecting small amounts of motion.

In [15] the authors have embedded color information and a
subspace method in a Bayesian network for head gesture recog-
nition but this system fails when slight motion of head is con-
cerned. Similarly [16] uses a color model to detect head and
hair and then extracts invariant moments, which are used to de-
tect three distinct head gestures using a discrete HMM. Experi-
mental results have yielded a detection rate of 87%. In [17] the
mobile contours are first enhanced using pre-filtering and then
transformed into log polar domain thus reducing 2D motion into
simple translation. Pan and tilt are then detected by analyzing
the energy spectrum.

[18] recognize bodily functions like standing up, sitting down
using the motion of head. The head is assumed to be the most
mobile object in the scene and detected by frame differencing.
The centroid of the head is extracted in each frame and used
as a feature vector in a Bayesian classifier. [19] have build a
mouse by tracking head pose using a multi-cues tracker, com-
bining color, templates etc. in layers so if one fails the other
layer can compensate for it. Then a ray tracing method is used
to extend a ray from the tracked face to the monitor plane, rep-
resenting the motion of cursor.

6.1.2. Local Feature Approach

These algorithms detect and track local facial features such as
eyes. The advantage is accuracy in motion estimation but the
downside is that local features are generally much difficult and
computationally expensive to detect.

[20] propose a “between eye” feature that is selected by a
circle frequency filter based on the fact that there exist a promi-
nent region between the dark eyes and bright forehead and nose
bridge. This region is then conformed by eye detection and
tracked for gesture recognition. [21] have based there gesture
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recognition on an IR camera with LEDs placed under the moni-
tor to detect accurately the location of the pupil. These observa-
tions are used to detect nods using an HMM. Tests were carried
out with 10 subjects and 78% correct recognition was reported.

6.1.3. Hybrid Approach

The aim of these algorithms is to combine holistic and local fea-
ture based techniques. Thus in reality trying to find a compro-
mise between robustness of holistic approaches and accuracy
of local feature based techniques, but most of them end up be-
ing computationally expensive as they combine various different
levels of detection and tracking.

[22] have reported a head gesture based cursor system that
detects heads using a statistical model of the skin color. Then
heuristics are used to detect the nostrils as the darkest blobs
in a certain region. Finally nostrils are tracked to detect head
gestures. The color model given is overly simplistic and nos-
trils can be easily occluded thus causing the algorithm to break-
down. In [23] they have combined previous work that has been
done in face detection and recognition, head pose estimation and
facial gesture recognition to develop a mouse controlled by fa-
cial actions. [24] first searches for the head based on skin color
histogram and then selects local extremes of luminance distribu-
tion for tracking using Lucas-Kanade algorithm. Feature vectors
over sequence of images are collected and recognition is finally
performed using a neural net based approach.

6.2. Proposed Method

The method proposed builds upon previously developed algo-
rithms that are well accepted like Lucas Kanade for tracking.
The specific requirements of our project dictate that the head
gesture recognition algorithm should be robust to lighting and
scale yet fast enough to maintain a frame rate of 30 f/s. On the
other hand scenarios concerning occlusion and multiple heads in
the scene have not been handled in the current implementation.

6.2.1. Face Detection

The first module is the face detector, which is based on a cas-
cade of boosted classifiers proposed by [25]. Instead of working
with direct pixel values this classifier works with a representa-
tion called “Integral Image”, created using Haar-like features.
The advantage of which is that they can be computed at any
scale or location in constant time. The learning algorithm is
based on AdaBoost, which can efficiently select a small num-
ber of critical visual features from a larger set, thus increasing
performance considerably. The final advantage of this classifier
is that it is a combination of several simpler classifiers that are
applied one after the other to the image until at some stage the
object is detected or all the stages have passed.

The classifier has been trained with facial feature data pro-
vided along the Intel OpenCV library [26]. The face detection
using the above classifier is very robust to scale and illumina-
tion but has two disadvantages, first although it can be consid-
ered fast as compared to other face detection systems but still it
attains an average performance of 15 f/s. Secondly it is not as
accurate as local feature trackers. Thus head detection was only
carried out in the first frame and results passed on to the next
module for local feature selection and tracking.

6.2.2. Feature Selection and Tracking

The next step involves the selection of prominent features within
the region of the image where the face has been detected. We
have applied the Harris corner and edge detector [27] to find

such points. The Harris operator is based on the local auto-
correlation function which measures the local changes of the
signal with patches shifted by a small amount in different direc-
tions.

Tracking of these feature points is achieved by Lucas Kanade
technique [28]. It uses the spatial intensity gradient of the im-
ages to guide in search for matching location, thus requiring
much less comparisons with respect to algorithms that use a pre-
defined search pattern or search exhaustively. Fig. 5 shows the
face detection and the other facial features selection.

6.2.3. Yes/No Decision

The final module analyzes the coordinate points provided by the
tracking algorithm to take decision whether the gesture is a Yes
or a No. First a centroid point is calculated from the tracked
points, then the decision is taken based on the amount of hori-
zontal or vertical motion of this centroid. If the amount of verti-
cal motion in the entire sequence is larger than the horizontal a
yes decision is generated, similarly for a No.

Figure 5: Detected face & feature points that will be tracked.

6.3. Experiments and Results

The development and testing was carried out on a basic 1.5 MHz
laptop with 512 MB of RAM, without any specialized equip-
ment. Video input of the frontal face was provided by a standard
webcam with a resolution of 320X240 at 30 f/s.

Illumination and scale variability are the two main causes
of errors in image processing algorithms, thus we have tried
to replicate the possible scenarios most probable to occur in a
real life situation. Although the amount of testing was limited
to 5 people due to time concerns. Nevertheless, the amount
of variability introduced both in environmental conditions and
subject characteristics (glasses/facial hair/sex) make these tests
quite adequate. A screenshot of the application can be seen in
Fig. 6.

6.3.1. Illumination variability (Fig. 7)

As illumination variation is not dealt with explicitly in our al-
gorithm, we defined three illumination scenarios to measure the
effect of lighting change on our algorithms.

• Inside Front (L1): The face is illuminated from the top
front with normal office lighting.

• Inside Side (L2): The face is illuminated from the side
with strong sunlight coming through the window in an
office.

• Outside (L3): The face is illuminated by ambient light
from the sun in an open environment, with some self
shadowing.
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Figure 6: Screen Shot of the System.

Figure 7: Light Variation.

6.3.2. Scale variability (Fig. 8)

The second important source of variability is scale, we have
experimented with 3 different scale defined as the distance be-
tween the eyes in number of pixels. The 3 measures are S1: 15,
S2: 20, S3: 30 pixels.

Figure 8: Scale Variation.

6.3.3. Inter-person variability

Inter-person variability was both forced and natural, forced in
the sense that we tried to include people from both sexes, with-
/without glasses and facial hair. The second form of inter-person
included comes naturally as no specific instructions were given
to the subjects on the how to respond, so they were free to
choose the amount and speed of head motion.

6.3.4. Questions

The following five questions were selected due to the fact that
they can be easily responded to by using head gestures of yes
and no.

1. Are the instructions clear?

2. Are you male?

3. Are you female?

4. Are you a student at Boğaziçi University?

5. Do you like chocolate?

6.3.5. Results

The system was tested with 5 people who were asked 5 ques-
tions each by varying the scale and lighting, we achieved a cor-
rect recognition rate of 92 % for the Yes/No gesture. The sys-
tem did have some problems with detecting the face at large
distances when illuminated from the side or in direct sunlight.
Refer to Table 1 for detailed results, where P: Person, Q: Ques-
tion, L: Lighting, S: Scale, CR: Correct Results, Y:Yes, N:No,
F: Failure.

6.4. Conclusions and Future Work

In this report we have introduced a real time and highly robust
head gesture recognition system. It combines the robustness of a
well accepted face detection algorithm with an accurate feature
tracking algorithm to achieve a high level of speed, accuracy and
robustness. Like all systems, our implementation does have its
limitations which were partly enforced by the project definition.
The first one is that it cannot handle occlusion of the face; even
partial occlusion causes failure. The second is handling head
gestures from multiple persons simultaneously in a given scene.

Currently our system only handles binary type questions; a
valuable future contribution could be handling multiple choice
questions by using facial video. Although several methods can
be proposed for this, the one that seems promising to us is using
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P Q L S R CR
P1 Q1 L1 S2 Y Y
P1 Q2 L2 S3 F Y
P1 Q3 L3 S1 N N
P1 Q4 L3 S2 N N
P1 Q5 L2 S1 Y Y
P2 Q1 L1 S3 Y Y
P2 Q2 L1 S2 Y Y
P2 Q3 L2 S1 N N
P2 Q4 L3 S1 N N
P2 Q5 L3 S2 Y Y
P3 Q1 L2 S2 Y Y
P3 Q2 L3 S3 F N
P3 Q3 L1 S1 Y Y
P3 Q4 L3 S3 Y Y
P3 Q5 L3 S1 N N
P4 Q1 L3 S1 Y Y
P4 Q2 L2 S2 Y Y
P4 Q3 L1 S1 N N
P4 Q4 L1 S2 N N
P4 Q5 L2 S1 Y Y
P5 Q1 L3 S2 Y Y
P5 Q2 L3 S1 N N
P5 Q3 L2 S3 Y Y
P5 Q4 L1 S2 Y Y
P5 Q5 L1 S1 Y Y

Table 1: Test results.

lip reading to recognize a limited vocabulary such as numbers 1,
2, 3, 4. A huge amount of literature already exists on lip reading
with complete vocabulary but the results are not so accurate in
this case and most of the times video lip reading is assisted with
audio information.

7. MULTIPLE-PARTICIPANT VIDEO

The goal of this part of the system is to automatically count
votes in a meeting by detecting how many people have raised
their hands in a given moment.

To detect a raised hand in a video there are several possible
approaches, a review of the state-of-the-art in gesture tracking
and recognition algorithms can be found in [29][30]. Most ap-
proaches use a movement based method that requires a good
frame rate. There are some detecting systems for low-frame rate
video like [31] but they deal with only one people at a time.

7.1. Proposed Method

Our algorithm will be integrated into a multiparty videoconfer-
encing system that supports full-motion video, low-frame-rate
video and multi-user. In our case we base our algorithm only on
segmentation and skin color detection keeping in mind that we
need a real time processing system.

The algorithms work as follows (refer to Fig. 10 for the
schema of the procedure):

7.1.1. Skin detection

Our method detects pixels that are in the “typical” skin color
space, to achieve that we first change color space to YCbCr and

then verified that:

Cr > 138

Cr < 178

Cb + 0.6 ∗ Cr > 200

Cb + 0.6 ∗ Cr < 215

A review of the state-of-the-art in skin detection can be
found in [32]. The method utilized is not algorithmically com-
plicated but gives acceptable results if the illumination of the
scene is not extreme (neither dark nor too bright).

7.1.2. Head detection

Haar based detection, although being a quite naı̈ve approach, al-
lows us to detect the potential heads that we test with de skin
mask to decimate wrong detections. This detection is compu-
tationally expensive so we fix the number of people to detect.
That way this detection is only run a couple of times at the very
beginning of the vote session.

7.1.3. Head tracking

We first try to find the head in the same region of the precedent
position using the same Haar based detection, and if the tracking
fails the movement of the average skin pixel of the zone is used
to interpolate the head movement.

7.1.4. Update of research zones

Taking the head position and size into account, we calculate the
corresponding Body and Left Zone/Right Zone (search zone for
Left and Right hand) (see Fig. 9) It is initialized to a typical
hand size.

Figure 9: Search zones.

7.1.5. Skin mask for hands search

Remove heads and bodies from the Skin mask, so to leave those
areas where the hand could potentially be.

7.1.6. Hands detection

Detect all potential hands in the scene using the new skin mask.

7.1.7. Update people’s hands

• Find and update hands that can only belong to one person
(either left or right hand).

• Associate remaining hands to closest person that does not
have any hands detected yet.
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Figure 10: Schema of the multiple-participant hand raising algorithm.
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7.1.8. Conclusion

Just count the number of people that have at least one hand
raised.

Figure 11: Single-user: step 2(head), step 4(Research zones)
and step 7(Hands).

Figure 12: Multi-user: step 2(head), step 4(Research zones) and
step 7 (Hands).

7.2. Experimental Results

7.2.1. Single person tests

The proposed method was first tested with only one person on
the scene. The tracking/detection system works well except if
the lighting conditions are extreme. For instance, if the illumi-
nating light is blue, then the skin color detection does not rec-
ognize enough skin to detect a hand/head. One possible way to
be more robust to color light illumination is to improve the skin
color detection by using an adaptive skin detection base on head
skin color.

For multiple users, the results are positive, but the system is
assuming that each user is raising only one hand, and occlusions
are not yet perfectly manage (if 2 hands are really close together
then the system will detect only one hand). Nevertheless, the
algorithm is able to assign the hands to their owner even if the
search zone is shared.

8. SPEECH MODALITY

8.1. Overview of State of the Art

8.1.1. Speech Synthesis

For a large number of years, speech synthesis has been per-
formed through concatenation of units (generally diphones) sto-
red in a large corpus: for each unit, target duration and pitch
patterns were computed, and the unit in the database that was
closest to these targets while ensuring smooth transitions with
its neighbours was selected [33] [34]. This approach enabled
to improve speech synthesis a lot. Nevertheless, the generated
voices suffer from a lack of naturalness because of discontinu-
ities when the utterance to be played is far from all the targets in
the database [35].

In the last years, there has been an increasing interest for
statistical methods, enabling a better generalization to units far
from the training set. In this approach, speech synthesis is per-
formed through the use of Hidden Markov Models (HMM). To
improve the synthesis, classification techniques such as decision
trees can even be coupled to these methods, to select different
HMMs according to the context and to predict events like pauses
[36]. This approach already yielded promising results and much
research is done to further improve them.

Since it is possible to synthesize in a (sometimes) non-human
but understandable way any sentence for several years, current
research is mainly focusing on adding naturalness to the synthe-
sis: avoiding disturbing discontinuities, generating human-like
prosody and even expressing emotions.

8.1.2. Speech recognition

For speech recognition, HMMs have been quite utilized. They
enable to represent the sequences of units (generally phonemes,
which are each associated to a small HMM) and their transition
probabilities [35]. HMMs are usually coupled to Gaussian Mix-
ture Models or Multi-Layer Perceptrons to model the emission
probabilities for each state of the HMM [33] [36].

The most important problems encountered in speech recog-
nition are the adaptation to the speaker (ideally the system should
perform equally with any speaker, but performance is increased
when the speaker was involved in training the system), the size
of the vocabulary (the recognition task is easier when the vocab-
ulary that can be used by the speaker is limited), the processing
of continuous speech (with hesitations, coughs, laughers, influ-
ence of emotions,... as opposed to isolated word recognition)
and the robustness to noise (recognition is harder in a noisy real-
life environment than in a quiet lab) [37].

Current speech recognizers achieve very good results in the
best conditions, with errors rates close to zero (< 1% [38]).

8.2. Speech System Evaluation

We focused our study on systems freely available for us to per-
form research and development, thus discarding powerful com-
mercial solutions like Loquendo for speech synthesis [36] and
Dragon Naturally Speaking for speech recognition [38].

We tested two speech synthesis systems: Festival [39] and
Microsoft Speech SDK [40]. Festival gives slightly better voices,
but it is not straightforward to integrate it in our project. Due to
the limited time we disposed, we thus decided to keep Microsoft
Speech SDK to perform the speech synthesis for this project, but
we made our code modular so that anyone can replace it, for ex-
ample with Festival.

For speech recognition, we had access, for research only, to
a high-performing grammar-based recognizer named EAR and
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based on STRUT (Speech Training and Recognition Toolkit)
[41], both developed by the Faculty of Engineering, Mons, and
Multitel ASBL [42], while Acapela [43] holds the commercial
rights. Among others, EAR gives the possibility to perform
recognition between keywords, with is sufficient for our voting
application.

8.3. Proposed Method

8.3.1. Speech Synthesis

Like Festival, Microsoft Speech SDK offers the possibility to do
the full text-to-speech process: the text given as input is trans-
formed into a series of units to play (with information about
duration, pitch, etc.) and then this series of units is synthe-
sized. We used it in this very simple way, without exploiting the
possibilities to customize the voice (changing the pitch, word-
emphasis, etc.). Unfortunately, very little information about
the techniques used by Microsoft Speech SDK to generate the
speech waves is available.

8.3.2. Speech Recognition

As said earlier, EAR is a STRUT-based SDK. EAR enables to
use STRUT to do online speech recognition (sending the sound
buffers in real-time and not waiting for the sound file to be en-
tirely recorded before starting the recognition). STRUT pro-
vides a grammar-based recognizer in the classical way described
in the state of the art: each word of the vocabulary is mapped to
a sequence of phonemes and Multi-Layer Perceptrons (MLP)
are used to compute the acoustic emission probabilities of each
of the phonemes. When a new acoustic realization is presented,
it is decomposed in 30ms vectors which are given to the HMM-
MLP combination. The most likely utterance is then selected
(it is also possible to look at the second, third,... most probable
utterances but this feature was not used in this project). A con-
fidence score is associated to the recognized utterance. We have
used this confidence score to process the results.

To control the audio acquisition, we used the Portaudio au-
dio library [44]. Portaudio is used to fill in audio buffers which
are given to EAR for word recognition.

STRUT is a grammar-based recognizer and thus needs a
grammar, consisting of the list of recognizable words together
with their phonetic transcriptions. This grammar enables STRUT
to build the HMMs. We wanted the grammar to be automati-
cally generated. Therefore, we developed a method that takes
the options of the vote and looks for their phonetic transcrip-
tion in a phonetic dictionary to build the grammar. We used
the BEEP phonetic dictionary of Cambridge University (freely
available for research only) [45], slightly modified to be in ac-
cordance with the SAMPA phonetic alphabet [46], which was
used to build the MLPs of STRUT.

8.3.3. Architecture of our system:

Our system works according to Fig. 13, where a large dotted ar-
row indicates a time dependence (the latter component does not
per se need the former one to have finished its task to accomplish
its job, but it waits for it before starting):

1. The question and options are extracted from the Vote ob-
ject

2. The recognition grammar containing the options is auto-
matically generated

3. The speech recognition devices are initialized (in our case
Portaudio and EAR), so that the speech recognition will

Figure 13: Architecture of our audio processing system.

be ready to start immediately after the user has heard the
question

4. The question and vote options are put together with some
wrappers (“The options are:”, “Please vote now”) in a
string which is synthesized (in our case by Microsoft
Speech SDK)

5. Audio acquisition is launched for a few seconds and speech
recognition is performed

6. According to the recognition confidence score, a decision
is taken to validate the vote and close the process or

7. To get back to the user to increase the confidence score. It
is then decided either to ask the user to repeat his choice
or to confirm, answering yes or no, that the recognition
was correct. A new round of synthesis and recognition
(either on the initial vocabulary or after switching to a
binary yes-no choice) is launched. The language interac-
tion with the participant has been designed very similar
to the text-based vote user-computer interaction.

8.4. Experimental Results

In order to have a qualitative evaluation of the performance of
the complete system we conducted some experiments over the
speech recognition system as we consider it to be the most crit-
ical point in terms of performance. We have not evaluated the
user likeness of the system by analyzing the voice synthesis or
the dialog interaction.

In the experiment, we used a restricted vocabulary (5 words:
car, plane, train, boat and bus). We asked 12 different speakers
to choose one of the words and we analyzed the recognition in a
silent environment, first, and then with music in the background
to simulate ambient noise.

We obtained the following results:

• Few mistakes in a quiet environment (7%), as expected
some more with the added noise (18%)

• Mistakes are in 85% accompanied with a medium (<0.5)
or small (<0.1) confidence level, so it should possible to
correct these errors via the confirmation question

• Most confusions between:

– plane and train; or

– boat and bus.

Noticeably, words whose phonemes are very similar resulted in
pronunciations that were confused. We must point out that most
of the people involved in the experiment were not native speak-
ers, which make us think that this system is robust enough to
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be integrated in a general international communications frame-
work.

8.5. Future work

The main limitation of the current system is that it only recog-
nizes single words. Indeed, we have implemented EAR and the
automatic generation of the grammar to distinguish only single
words. This is of course a restrictive aspect, even if any vote
process can be reduced to a single word distinction (the easiest
way is to associate a number to each option).

However, this should ideally be done automatically and this
leads us to the second point where there is clearly room for im-
provement: developing “artificial intelligence” to manage the
voting process (creating the most appropriate recognition vo-
cabulary in relation to the options that could then contain sev-
eral words, increasing the influence of the past in the decisions,
etc.).

Furthermore, none of the solutions we used is perfect or will
remain state of the art across the years. This is why we tried to
make our solution as modular as possible so that each compo-
nent can be easily replaced or updated.

Finally, incorporating new languages would only require
slight changes.

9. PROTOTYPE IMPLEMENTATION FOR THE
SIMULATION

The work presented in this report comprised two different tasks:
first, we wanted to analyze and do some research on how to
make services for remote meetings multimodal and a reality in
Next Generation Networks; second, we wanted to build a sim-
ulation where, building on top of current communications in-
frastructure, we could test the feeling of utilizing such a service.
This section covers the description of the prototype implemen-
tation.

9.1. Network Simulation

We have implemented a client/server multithread Socket class
that will provide threading support which handles the socket
connection [47] and disconnection to a peer. This class was built
to have a reliable communication between two peers supported
with TCP/IP with error handling.

In this class we want to have event detection like: connec-
tion established, connection dropped, connection failed and data
reception.

The protocol we used in the case of connection oriented
(TCP) is the following:

1. Server:

• Create endpoint

• Bind address

• Specify queue

• Wait for connection

• Transfer data

2. Client:

• Create endpoint

• Connect to server

• Transfer data

For the transfer of data we use XML files with all the in-
formation related to the context and the commands. We have
chosen to use the XML files because we can easily enrich it as
we develop more ambitious services. The information from the
XML files is processed with an XML parser to extract the con-
text information and the commands with all the necessary pa-
rameters. Thanks to these data the application develops context
awareness part.

9.2. Text and Speech Communication Simulation

Initially, Next Generation Networks will run on top of packet
networks so, regardless of the origin of the communication link,
at some point, the information is susceptible of going through
the Internet. Therefore, to simulate telephone and text interac-
tion we considered using an available commercial (almost stan-
dard) VoIP (voice over IP) and instant messaging application
a good way to establishe the communication link between par-
ticipants. After a quick analysis of the systems available for
exploitation, we decided to run the simulation over Skype. Its
freely available API allowed us to develop a solution that auto-
matically starts a chat or a call using their network. It was very
suitable for our initial tests and adapting to other commercial
applications or developing our own remains future work.

Skype is a peer-to-peer application [48]. As we pointed in
Section 3, communications and meeting service providers can,
and from our perspective should, be independent; thus a server/-
client architecture to run the service is not incompatible to uti-
lize any other kind of network strategy for communications.

9.3. Videoconference Simulation

The most recent innovations in video-conferencing technology
involve making the overall experience more realistic. Video
coding and specific algorithms deliver high sustained frame rates,
sharp images, and smooth motion. Cameras can now emulate
the human eye, through auto-focusing, auto-aperture, and au-
tomatic locating of the speaker. High-resolution displays which
include CRT displays, plasma flat panels, and large LCD screens,
serve to improve the natural feel of video-conferencing. Higher
quality audio allows full-duplex transmission, stereo sound, and
better sampling rates. Full-duplex also reduces latency, for bet-
ter lip-synchronization. Microphones with incredible pickup
ranges and sensitivities allow better focus on the speaker, and
updated circuitry provides echo cancellation and background
noise suppression for better quality.

9.3.1. Our solution for the video conference part

In order to develop our application, we have to make a few
choices. What is the best camera to use for videoconferencing,
and on which protocol should we start our application.

In order to make our system scalable and to avoid imple-
menting video streaming over the Internet, we use IP cameras
for videoconferencing. An IP camera is a camera with an IP ad-
dress; it is a true networking device containing an embedded Op-
erating System, it supports multiple users, and it can be viewed
using a suitable Web browser. An IP camera does not require
additional hardware to operate and therefore has the flexibility
to be located anywhere within a network connection. In mostly
all real-world applications there is a need for a stand-alone func-
tionality.

From the IP cameras we acquire m-jpegs that are processed
by motion detection, as detailed further in next paragraphs.

The image size, this depends on the resolution and the com-
pression scheme used. An image of (352 x 288 or 352x240) that
is compressed using M-JPEG is only about 4-10 Kbytes. Higher
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resolution cameras that have a resolution of 1200 x 1024, create
file sizes as large as 80Kbytes per frame. This can be improved
by using MPEG4, so the compression is better by transferring
only the difference between frames. But the frame size is not
used in MPEG4 compression. Instead we estimate an average
data rate based on the resolution, frame rate and expected activ-
ity the camera will see. There is a about 4 times improvement in
compression using MPEG4.

M-JPEG is a video format that uses JPEG compression for
each frame of video. M-JPEG (Motion JPEG) prioritizes image
quality over frame rate, provides and supports very high reso-
lution, has low latency (delay between actual activity and the
presented video) and shows graceful degradation at bandwidth
constraints and packet loss. M-JPEG guarantees a defined level
of picture quality, which is vital in most image analysis applica-
tions. As M-JPEG is also a less complicated compression, the
number of available third party applications available is higher
than for MPEG4.

After deciding to use IP cameras, we determined the mini-
mum data requirements to establish the videoconference; there-
fore we require information from and for the person that con-
nects to the videoconference, such as name, type of camera, etc.
In order to do this, the client sends an XML file to the server, a
file which contains his personal data : first name, last name, the
IP address of the network camera, resolution parameters(width,
height) and the URL, an URL that is specific for different IP
cameras.

The structure that the client sends, in XML, looks like the
one below:

<f i r s t n a m e >Michael </ f i r s t n a m e >
<l a s t n a m e>C a r r i c k </ l a s t n a m e>
<ip >193.230.3.58 < / ip>
<u r l>a x i s−c g i / mjpg / v i d e o . cg i </ u r l>
<width >320</width>
<h e i g h t >240</ h e i g h t>

Based upon the data from the clients’ XML files, we cre-
ate a webpage that displays the video from all network cam-
eras used in the videoconference. The webpage is automatically
reloaded (refreshed) after a certain period of time, so the infor-
mation about the clients is being regularly updated.

9.3.2. Discussion

Currently the biggest drawback of using IP Cameras is the la-
tency between the moment the frame is acquired and the mo-
ment it reaches the endpoint of the communication. Building
specific channels to communicate (virtual circuits) would im-
prove the performance, nevertheless no delivery is guarantee,
and no error correction or compression beyond JPEG is done,
so although scalability is feasible in a easy way, practical imple-
mentations of large system would lead to saturated networks.

Optimal video streaming on different channels is a very ac-
tive topic of research. IP cameras have been fine solution for
simulation purposes, streamed video promises to enable high
definition (HD) videoconference over packet networks in the fu-
ture (as it is almost a reality for HD TV over IP).

10. CONCLUSION

We have presented one-month work related to the project Ad-
vanced Multimodal Interfaces that has allowed our team to ex-
periment with the current state of the art in multimodal signal
processing to develop services for synchronous communications
in a novel way. The service chosen to exemplify the novel con-
cepts exposed in this report was a vote registration for automat-
ically counting votes in remote meetings.

The tests performed in this project have not been exhaustive;
nevertheless, the experimental results obtained allow researches
to have a first “feeling” of how reliable and how far from reality
integrating multimodal signal processing into remote communi-
cations is.

From our study we can conclude that basic multimodal ser-
vices can be implemented with very reasonable level of reliabil-
ity. Real-time multimedia signal processing on semi-controlled
situations (like vote registration in meetings) performs quite well.
Nevertheless, integration of multimodal services in current net-
works is extremely complicated. For a multimodal service to
be fully deployed, we must adapt them to many platforms, stan-
dards, etc. We really expect NGN to ease integration as a key
point to enable multimodal signal processing to enhance com-
munications.

Future research will also have to focus on building human-
computer interaction techniques to compensate for not 100%
reliable interfaces (NLP, AI, etc.) Multimedia analysis is not
an exact science and services will never become 100% reliable.
The same way humans are error prone in doing actions like
counting votes during a meeting and need to verify and follow
a protocol to make sure that no error is made; researchers will
have to build protocols for interaction in service management to
create fully automatic systems.
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13. APPENDICES

13.1. About current video conferencing systems

Although it has not been part of the project, we would like to
include here a brief discussion of what is actually the current
start of the art regarding video-conferencing.

A video conference, by definition is a set of interactive
telecommunication technologies which allow two or more lo-
cations to interact via two-way video and audio transmissions
simultaneously. Video conferencing uses telecommunications
of audio and video to bring people at different sites together for
a meeting. Besides the audio and visual transmission of people,
video conferencing can be used to share documents, computer-
displayed information, and whiteboards.

13.1.1. Challenges of the real-time video conference

Multimedia networking faces many technical challenges like real-
time data over non-real-time network, high data rate over lim-
ited network bandwidth, unpredictable availability of network
bandwidth. They usually require much higher bandwidth than
traditional textual applications. The basis of Internet, TCP/IP
and UDP/IP, provides the range of services needed to support
both small and large scale networks.

This type of multimedia application requires the real-time
traffic which is very different from non-real-time data traffic. If
the network is congested, real-time data becomes obsolete if it
doesn’t arrive in time.

Unfortunately, bandwidth is not the only problem. For most
multimedia applications, the receiver has a limited buffer, if the
data arrives too fast, the buffer can be overflowed and some data
will be lost, also resulting in poor quality.

Therefore, considering that a videoconference is a real-time
application, it is necessary to have the proper protocol to ensure
it.

13.1.2. The necessity of an adequate protocol

In information technology, a protocol consists in a set of tech-
nical rules for the transmission and receipt of information be-
tween computers. A protocol is the “language” of the network; a
method by which two dissimilar systems can communicate. We
find protocols in different levels of a telecommunication connec-
tion. In practice, there are many protocols, each one governing
the way a certain technology works.

For example, the IP protocol defines a set of rules governing
the way computers use IP packets to send data over the Internet
or any other IP-based network. Moreover, it defines addressing
in IP.

13.1.3. Solutions to real-time challenges

From a network perspective, video conferencing is similar to
IP telephony, but with significantly higher bandwidth require-
ments. In practice, the bandwidth requirement for one interac-
tive video conference is in the range of 300 Kbps to 4 Mbps,
which includes the audio, video and control signaling. Ultra
high-definition telepresence applications can require as much as
15 Mbps to 45 Mbps of bandwidth.

Therefore, the use of both full file transfer and TCP as a
transfer protocol is clearly unsuitable for supporting video and

audio. To truly support video and audio over the internet, one
requires the transmission of video and audio on-demand, and in
real time, as well as new protocols for real time data.

Therefore, protocols for real-time applications must be wor-
ked out before the real multimedia time comes. As a solution
to this matter the Integrated Services working group in the In-
ternet Engineering Task Force developed an enhanced Internet
service model that includes best-effort service and real-time ser-
vice. The Resource Reservation Protocol (RSVP), together with
Real-time Transport Protocol (RTP), Real-Time Control Proto-
col (RTCP), Real-Time Streaming Protocol (RTSP), Session Ini-
tiation protocol (SIP) are used to provide applications with the
type of service they need in the quality they choose.

13.2. Software details

Contents of the Source Code folders:

• Amifc audio processing code: this folder contains the
source code of the speech registration vote. It does not
include the sources related to the EAR software. If a li-
cense or access to these sources is wanted please contact
Jérôme Urbain (jerome.urbain@fpms.ac.be)

• Htm generation for IP cameras: this folder contains the
source code for the automatic generation of HML pages
containing access to multiple IP cameras.

• Risinghands detection: this folder contains the source
code for automatic vote registration over video with mul-
tiple people

• Serversocket demo: this folder contains the source code
for the server/client architecture of the vote registration
system. It also includes the code for the automatic vote
registration for the text modality. This latter integrated in
the demo that it is run when:

– Server starts the demo by sending Start in the text
field

– Client starts the automatic text vote registration by
sending VM in the text field to the server.

• Text vote registration: this folder contains the source
code for the class that wraps the question and the options
for a vote. It is shared by all vote registration systems.
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ABSTRACT

In this paper, a novel system, which aims to provide alterna-
tive tools and interfaces to blind and deaf-and-mute people and
enable their communication and interaction with the computer
is presented. All the involved technologies are integrated into
a treasure hunting game application that is jointly played by the
blind and deaf-and-mute user. The integration of the multimodal
interfaces into a game application serves both as an entertain-
ment and a pleasant education tool to the users. The proposed
application integrates haptics, audio, visual output and computer
vision, sign language analysis and synthesis, speech recognition
and synthesis, in order to provide an interactive environment
where the blind and deaf-and-mute users can collaborate to play
the treasure hunting game.

KEYWORDS

Multimodal interfaces – Multimodal fusion – Sign language anal-
ysis – Sign language synthesis – Speech recognition

1. INTRODUCTION

The widespread deployment of novel human-computer inter-
action methods has changed the way individuals communicate
with computers. Since Sutherland’s SketchPad in 1961 or Xe-
rox’ alto in 1973, computer users have long been acquainted
with more than the traditional keyboard to interact with a sys-
tem. More recently, with the desire of increased productiv-
ity, seamless interaction and immersion, e-inclusion of people
with disabilities, and with the progress in fields such as multi-
media/multimodal signal analysis and human-computer interac-
tion, multimodal interaction has emerged as a very active field
of research [1].

Multimodal interfaces are those encompassing more than
the traditional keyboard and mouse. Natural input modes are
employed [2], [3], such as voice, gestures and body movement,
haptic interaction, facial expressions, and physiological signals.
As described in [4], multimodal interfaces should follow several
guiding principles. Multiple modalities that operate in different
spaces need to share a common interaction space and to be syn-
chronized. Also, multimodal interaction should be predictable
and not unnecessarily complex, and should degrade gracefully,
for instance by providing for modality switching. Finally, mul-
timodal interfaces should adapt to user’s needs, abilities, and the
environment.

A key aspect in multimodal interfaces is also the integra-
tion of information from several different modalities in order to
extract high-level information non-verbally conveyed by users.

Such high-level information can be related to expressive, emo-
tional content the user wants to communicate. In this frame-
work, gesture has a relevant role as a primary non-verbal con-
veyor of expressive, emotional information. Research on ges-
ture analysis, processing, and synthesis has received a grow-
ing interest from the scientific community in recent years and
demonstrated its paramount importance for human machine in-
teraction.

The present work aims to make the first step in the devel-
opment of efficient tools and interfaces for the generation of
an integrated platform for the intercommunication of blind and
deaf-mute persons. It is obvious that while multimodal signal
processing is essential in such applications, specific issues like
modality replacement and enhancement should be addressed in
detail.

In the blind user’s terminal the major modality to perceive a
virtual environment is haptics while audio input is provided as
supplementary side information. Force feedback interfaces al-
low blind and visually impaired users to access not only twodi-
mensional graphic information, but also information presented
in 3D virtual reality environments (VEs) [5]. The greatest po-
tential benefits from virtual environments can be found in appli-
cations concerning areas such as education, training, and com-
munication of general ideas and concepts [6].

Several research projects have been conducted to assist vi-
sually impaired to understand 3D objects, scientific data and
mathematical functions, by using force feedback devices [7].
PHANToM™ is one of the most commonly used force feed-
back device. Due its hardware design, only one point of contact
at a time is supported. This is very different from the way that
people usually interact with surroundings and thus, the amount
of information that can be transmitted through this haptic chan-
nel at a given time is very limited. However, research has shown
that this form of exploration, although time consuming, allows
users to recognize simple 3D objects. The PHANToM™ device
has the advantage to provide the sense of touch along with the
feeling of force feedback at the fingertip.

Deaf and mute users have visual access to 3D virtual en-
vironments; however their immersion is significantly reduced
by the luck of audio feedback. Furthermore effort has been
done to provide applications for the training of hearing impaired.
Such applications include the visualization of the hand and body
movements performed in order to produce words in sign lan-
guage as well as applications based on computer vision tech-
niques that aim to recognize such gestures in order to allow nat-
ural human machine interaction for the hearing impaired. In the
context of the presented framework the deaf-mute terminal in-
corporates sign-language analysis and synthesis tools so as to
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Figure 1: Architecture of the collaborative treasure hunting game.

allow physical interaction of the deafmute user and the virtual
environment.

The paper is organized as follows: Section 2 presents the
overall system architecture, and Section 3 describes the modal-
ity replacement framework. Subsequently, Sections 4 and 5
present the audio and visual speech recognition modules, re-
spectively. In Section 6, the audio and visual multimodal fusion
framework is described and the employed algorithms are ana-
lytically discussed. In the following, Section 7 presents the path
sketching module using gesture recognition. Then, Section 8
presents the sign language recognition module. Finally, Section
9 presents the application scenario and conclusions are drawn in
Section 10.

2. OVERALL SYSTEM DESCRIPTION

The basic development concept in multimodal interfaces for the
disabled is the idea of modality replacement, which is defined
as the use of information originating from various modalities to
compensate for the missing input modality of the system or the
users.

The main objective of the proposed system is the develop-
ment of tools, algorithms and interfaces that will utilize modal-
ity replacement so as to allow the communication between blind
or visually impaired and deaf-mute users. To achieve the desired
result the proposed system combines the use of a set of different
modules, such as

• gesture recognition

• sign language analysis and synthesis

• speech analysis and synthesis

• haptics

into an innovative multimodal interface available to disabled
users. Modality replacement was used in order to enable infor-
mation transition between the various modalities used and thus
enable the communication between the involved users.

Figure 1 presents the architecture of the proposed system,
including the communication between the various modules used

for the integration of the system as well as intermediate stages
used for replacement between the various modalities. The left
part of the figure refers to the blind user’s terminal, while the
right refers to the deaf-mute user’s terminal. The different ter-
minals of the treasure hunting game communicate through asyn-
chronous TCP connection using TCP sockets. The interested
reader is referred to [8] for additional details.

The following sockets are implemented in the context of the
treasure hunting game:

• SeeColor terminal: Implements a server socket that re-
ceives queries for translating color into sound. The code
word consists of the following bytes, “b;R;G;B”, where
b is a boolean flag and R, G, B the color values.

• Blind user terminal: Implements three sockets:

– A client socket that connects to the SeeColor ter-
minal.

– A server socket to receive messages from the deaf-
mute user terminal.

– A client socket to send messages to the deaf-mute
user terminal.

The deaf-mute user’s terminal implements:

• A server socket to receive messages from the blind user
terminal.

• A client socket to send messages to the blind user termi-
nal.

Also, file sharing is used to ensure consistency between the
data used in the various applications.

3. MODALITY REPLACEMENT

The basic architecture of the proposed modality replacement ap-
proach is depicted in Fig. 2. The performance of such a system
is directly dependent on the efficient multi-modal processing of
two or more modalities and the effective exploitation of their
complementary nature and their mutual information to achieve
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Figure 2: The modality replacement concept.

accurate recognition of the transmitted content. After the recog-
nition has been performed effectively, either a modality transla-
tor can be employed in order to generate a new modality or the
output can be utilized to detect and correct possibly erroneous
feature vectors that may correspond to different modalities. The
latter could be very useful in self-tutoring applications. For ex-
ample, if an individual practices sign language, the automatic
recognition algorithm could detect incorrect hand shapes (based
on audio and visual information) and indicate them so that the
user can identify the wrong gestures and practice more on them.

The basic idea is to exploit the correlation between modal-
ities in order to enhance the perceivable information by an im-
paired individual who can not perceive all incoming modalities.
In that sense, a modality, which would not be perceived due to a
specific disability, can be employed to improve the information
that is conveyed in the perceivable modalities and increase the
accuracy rates of recognition. The results obtained by jointly
fusing all the modalities outperform those obtained using only
the perceived modalities since the inter- dependencies among
them are modelled in an efficient manner.

A critical feature of the proposed system is its ability to
adaptively assess the reliability of each modality and assign a
measure to weight its contribution. There exist different ap-
proaches to measure reliability, such as taking into account the
noise level of the input signal. The common way of incorporat-
ing these reliability values into decision fusion is to use them as
weighting coefficients and to compute a weighted average [9].
The proposed scheme aims at maximizing the benefit of multi-
modal fusion so that the error rate of the system becomes than
that of the cases where only the perceivable information is ex-
ploited. Modality reliability has also been examined in [10], in
the context of multimodal speaker identification. An adaptive
cascade rule was proposed and the order of the classifiers was
determined based on the reliability of each modality combina-
tion.

A modified Coupled Hidden Markov Model (CHMM) is
employed to model the complex interaction and interdependen-
cies among the modalities and combine them efficiently in order
to recognize correctly the transmitted message. In this work,
modality reliability is regarded as a means of giving priority to
single or combined modalities in the fusion process, rather than
using it as a numerical weight. These issues are discussed in
detail in the following sections and the unimodal speech recog-
nition modules, based on audio and visual information, are de-
scribed to illustrate how they can be combined.

4. AUDIO SPEECH RECOGNITION

Audio speech recognition is one part of the proposed audio-
visual speech recognition interface intended for verbal human-
computer interaction between a blind person and the computer.
16 voice commands were selected to be pronounced by the blind
person. For the demonstration purposes one man was selected
to show eyeless human-computer interaction so the automatic
recognition system is speaker-dependent. All the voice com-
mands can be divided into two groups: (1) communication with
the game process; (2) eyeless interaction with GUI interface of
the multimodal system, as illustrated in Table 1.

Voice command Phonemic transcription Interaction type

Catacombs k a t a c o m s game

Click k l i k interfacek l i
Door d o r game

East i s t gamei s
Enter e n t e r game

Exit e g z i t gamee g z i
Go g o u game

Help
h e l p interfaceh e l
e l

Inscription i n s k r i p s i o n game

North n o r s gamen o r
Open o p e n game

Restart r i s t a r t interfacer i s t a r

South s a u s games a u

Start game s t a r t g e i m interfaces t a r g e i m
Stop game s t o p g e i m interface

West u e s t gameu e s

Table 1: Recognition vocabulary with phonemic Transcription

HTK 3.4 toolkit [11] was employed to process speech sig-
nal. The audio signal is captured by microphone of webcam-
era Philips SPC900 and sampled at 11025 Hz with 16 bits on
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each sample using a linear scale. Mel-frequency cepstral coef-
ficients (MFCC) are computed for the 25 ms overlapping win-
dows (frames) with 10 ms shift between adjacent frames. Audio
speech recognizer system uses 12 MFCCs as well as an estima-
tion of the first and second order derivatives that forms a vector
of 36 components.

The acoustical modeling is based on Hidden Markov Mod-
els (HMMs) with mixture Gaussian probability density func-
tions [12]. HMMs of phonemes have 3 meaningful states and
2 “hollow” states intended for concatenation of the models (Fig.
3). Each word of the vocabulary is obtained by concatenation
of context-independent phonemes. The speech decoder uses
Viterbi-based token passing algorithm [11]. The input phrase
syntax is described in a simple grammar that allows recognizing
only one command each time.

Figure 3: Topology of the Hidden Markov Model for a phoneme.

In order to train the speech recognizer an audio-visual speech
corpus was collected in an auditorium room using USB web-
camera Philips SPC900. 320 utterances were used for training
HMMs of phonemes and 100 utterances for the testing purpose.
The wave audio files were extracted from the training avi video
files using the VirtualDub software.

After expert processing of the utterances, it was found that
the SNR for audio signal is quite low (15-20 Db) because of
far position (about 1 meter) of the speaker in front of the mi-
crophone and usage of the microphone built in a standard web-
camera. Thus some explosive consonants (for instance “t” or
“k”) at the beginnings and endings of phrases are not identified
in the wave files. In Table 1, some words have several differ-
ent variants of transcriptions, it is explained by periodical loss
of explosive consonants in the speech signal. 30 % training ut-
terances were manually labeled on phonemes by the software
WaveSurfer, and the remaining data were automatically seg-
mented by the Viterbi forced alignment method [11].

The audio speech recognizer was compiled as dynamic link
library ASR.dll, which is used by the main executable module
that combines the modules for audio and visual speech recogni-
tion (Fig. 4).

The audio speech recognizer can work independently or joint-
ly with the visual speech recognizer. In the on-line operation
mode the audio speech recognizer uses an energy-based voice
activity detector to find the speech frames in audio signal. When
any speech activity is found the module sends the message WM
STARTSPEECH to the window of the main application as well
as when speech frames are changed by pause frames the mes-
sage WM ENDSPEECH is sent. After receiving one of the mes-
sages the visual recognizer should start or finish the video pro-
cessing, correspondingly. The audio speech recognizer operates
very fast so the result of speech recognition will be available
almost immediately after the message WM ENDSPEECH. More-
over, the MFCC features, calculated while processing speech,
are stored in an internal buffer and can be transferred to the vi-
sual speech recognizer in order to fuse these parameters with
visual parameters of the lips region.
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Figure 4: General data flow in audio-visual speech recognition
system.

5. VISUAL SPEECH RECOGNITION

For the lip shape modality, the robust location of facial features
and especially the location of the mouth region is crucial. Then,
a discriminant set of visual observation vectors have to be ex-
tracted. The process for the extraction of the lip shape is pre-
sented in [13], and is described in brief below so that the paper
is self-contained.

Initially, the speaker’s face is located in the video sequence
as illustrated in Fig. 5. Subsequently, the lower half of the de-
tected face is selected as an initial candidate of the mouth re-
gion and Linear Discriminant Analysis (LDA) is used to clas-
sify pixels into two classes: face and lip. After the lip region
segmentation has been performed the contour of the lips is ob-
tained using the binary chain encoding method and a normalized
64x64 region is obtained from the mouth region using an affine
transform. In the following, this area is split into blocks and
the 2D-DCT transform is applied to each of these blocks and
the lower frequency coefficients are selected from each block,
forming a vector of 32 coefficients. Finally, LDA is applied to
the resulting vectors, where the classes correspond to the words
considered in the application. A set of 15 coefficients, corre-
sponding to the most significant generalized eigenvalues of the
LDA decomposition is used as the lip shape observation vector.

Figure 5: Lip motion extraction process.

6. AUDIO-VISUAL SPEECH RECOGNITION

6.1. Multimodal Fusion

The combination of multiple modalities for inference has proven
to be a very powerful way to increase detection and recognition
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performance. By combining information provided by differ-
ent models of the modalities, weakly incorrect evidence in one
modality can be corrected by another modality. Hidden Markov
Models (HMMs) are a popular probabilistic framework for mod-
elling processes that have structure in time. Especially, for the
applications that integrate two or more streams of data, Coupled
Hidden Markov Models (CHMMs) have been developed.

A CHMM can be considered as a collection of HMMs, one
for each data stream, where the hidden backbone nodes at time
t for each HMM are conditioned by the backbone nodes at time
t−1 for all the related HMMs. It must be noted that CHMMs are
very popular among the audio-visual speech recognition com-
munity, since they can model efficiently the endogenous asyn-
chrony between the speech and lip shape modalities. The pa-
rameters of a CHMM are described below:

πc
0(i) = P (qc

t = i) (1)
bct(i) = P (Oc

t |qc
t = i) (2)

ac
i|j,k = P (qc

t = i|qA
t−1 = j, qL

t−1 = k) (3)

where qc
t is the state of the coupled node in the cth stream at

time t, πc
0(i) is the initial state probability distribution for state

i in cth stream, Oc
t is the observation of the nodes at time t in

the cth stream, bct(i) is the probability of the observation given
the i state of the hidden nodes in the cth stream, and ac

i|j,k,n

is the state transitional probability to node i in the cth stream,
given the state of the nodes at time t− 1 for all the streams. The
distribution of the observation probability is usually defined as
a continuous Gaussian Mixture. Fig. 6 illustrates the CHMM
employed in this work. Square nodes represent the observable
nodes whereas circle nodes denote the hidden (backbone) nodes.

Audio

Visual

Observable
node

Hidden State

Figure 6: Coupled HMM for audio and visual information fu-
sion.

One of the most challenging tasks in automatic speech recog-
nition systems is to increase robustness to environmental con-
ditions. Although the stream weights needs to be properly esti-
mated according to noise conditions, they can not be determined
based on the maximum likelihood criterion. Therefore, it is very
important to build an efficient stream weight optimization tech-
nique to achieve high recognition accuracy.

6.2. Modality Reliability

Ideally, the contribution of each modality to the overall output
of the recognition system should be weighted according to a re-
liability measure. This measure denotes how each observation
stream should be modified and acts as a weighting factor. In gen-
eral, it is related to the environmental conditions (e.g., acoustic
noise for the speech signal).

The common way of incorporating these reliability values
into decision fusion is to use them as weighting coefficients and

to compute a weighted average. Thus, the probability bm(Ot)
of a feature Ot for a word m is given by:

bm(Ot) = wA · bA(OA
t ) + wL · bL(OL

t )) (4)

where bA(OA
t ), and bL(OL

t ) are respectively the likelihoods for
an audio feature OA

t and a lip shape feature OL
t . The parameters

wA and wL are audio and lip shape weights, respectively, and
wA + wL = 1.

In the proposed method, a different approach is employed
to determine the weights of each data stream. More specifi-
cally, for each modality, word recognition is performed using a
HMM for the training sequences. The results of the (unimodal)
word recognition indicate the noise levels in each modality and
provide an approximation of their reliability. More specifically,
when the unimodal HMM classifier fails to identify the transmit-
ted words it means that the observation features for the specific
modality are unreliable. On the other hand, a small word er-
ror rate using only one modality and the related HMM means
that the corresponding feature vector is reliable and should be
favoured in the CHMM.

6.3. Word Recognition

The word recognition is performed using the Viterbi algorithm,
described above, for the parameters of all the word models. It
must be emphasized that the influence of each stream is weighted
at the recognition process because, in general, the reliability and
the information conveyed by each modality is different. Thus,
the observation probabilities are modified as:

bAt (i) = bt(OA
t |qA

t = i)wA (5)

bLt (i) = bt(OL
t |qL

t = i)wL (6)

where wA and wL are respectively the weights for audio and lip
shape modalities and wA + wL = 1. The values of wA and wL

are obtained using the methodology of section 6.2.

7. PATH SKETCHING

In this revised version of the Treasure Hunting Game, the en-
gagement of deaf-and mute players is improved by path sketch-
ing based on gesture modality. The user can interact with the
interface by means of a gesture performed by his/her hand to
navigate on the village map and to explore the main areas of
this map (e.g., temple, catacombs). This real time navigation
process is implemented in the three steps: Hand detection, tra-
jectory extraction, and sketching.

7.1. Hand Detection

Detection and tracking was a non trivial step because occlusions
can occur due to overlap of each hand on the other or of the
other skin colored regions (e.g., face and harms). To solve this
problem and to make the detection easier a blue glove was worn
from the player. In this way, we could deal with detection and
tracking of hand exploiting techniques based on color blobs.

The colored region is detected via the histogram approach
as proposed in [14]. Double thresholding is used to ensure con-
nectivity, and to avoid spikes in the binary image. The scheme is
composed of training the histogram and threshold values for fu-
ture use. To cancel the noise, we selected the largest connected
component of the detected regions into consideration. Thus we
had only one component identified as hand.
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7.2. Hand Tracking and Trajectory extraction

The analysis of hand motion is performed by tracking the center
of mass (CoM) and calculating the velocity of each segmented
hand. However, these hand trajectories are noisy due to the noise
introduced at the segmentation step. Thus, we use Kalman fil-
ters to smooth the obtained trajectories. The initialization of
the Kalman Filter is done when the hand is first detected in the
video. At each frame, Kalman filter time update equations are
calculated to predict the new hand position. The hand posi-
tion found by the hand segmentation is used as measurements
to correct the Kalman Filter parameters. Posterior states of each
Kalman filter is defined as feature vectors for x, y coordinates of
CoM and velocity. The hand can be lost due to occlusion or bad
lighting in some frames. In that case, Kalman Filter prediction is
directly used without correcting the Kalman Filter parameters.
The hand is assumed to be out of the camera view if no hand can
be detected for some number of (i.e. six) consecutive frames.

7.3. Sketching on the map

The extracted trajectory is then superimposed to the map, so that
player can sketch directly the path on the map during the whole
game.

Hand gestures performed by player were encoded with re-
spect to the elongation of the hand. Positions of the hand were
used as drawing controller, when player puts the hand in the
vertical position with respect to the ground, drawing is enabled
(Fig. 7a) and s/he can start to sketch trajectory on the map.
When the hand is moved to the horizontal position with respect
to the ground, the drawing is disabled (Fig. 7b). If the user
moves her/his hand to the top left corner of the map, the draw-
ing is deleted and the user may start from the beginning.

  (a) (b)

Figure 7: The detected binary hand. The elongation of the hand
sets whether the drawing is (a) on or (b) off.

The predefined locations on the map are used as the start
and stop locations of the path. The drawing only starts when the
user is around the starting position and the drawing ends when
the path reaches to the stopping position (Fig. 8).

8. SIGN LANGUAGE RECOGNITION

Figure 9 depicts the steps in sign recognition. The first step in
hand gesture recognition is to detect and track both hands. This
is a complex task because the hands may occlude each other and
also come in front of other skin colored regions, such as the arms
and the face. To make the detection problem easier, we have
used colored gloves worn on the hand (see Fig. 10). Once the
hands are detected, a complete hand gesture recognition system

Figure 8: The sketched trajectory on the map.
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with other hand

Hand Shape
ellipse width,
height, angle
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Figure 9: Sign language recognition system block diagram.

must be able to extract the hand shape, and the hand motion. We
have extracted simple hand shape features and combined them
with hand motion and position information to obtain a combined
feature vector [15].

Our sign database consists of four ASL signs for directions:
north, south, east, and west. For each sign, we recorded 15
repetitions from two subjects. The video resolution is 640*480
pixels and the frame rate is 25 fps. A left-to-right continuous
HMM model with no state skips is trained for each sign in the
database. For the final decision, likelihoods of HMM for each
sign class are calculated and the sign class with the maximum
likelihood is selected as the base decision.

9. APPLICATION SCENARIO

The aforementioned technologies where integrated in order to
create an entertainment scenario. The scenario consists of seven
steps. In each step one of the users has to perform one or more
actions in order to pass successfully to the next step. The story-
board is about an ancient city that is under attack and citizens of
the city try finding the designs in order to create high technology
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Figure 11: The seven steps of the virtual game.
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Figure 10: The user wearing colored gloves.

war machines.
In the first step, the blind user receives an audio message

and is instructed to “find a red closet”. Subsequently, the blind
user explores the village using the haptic device.

In the second step, the deaf-and-mute person receives the
audio message which is converted to text using the speech recog-
nition tool and then to sign language using the sign synthesis
tool. Finally, the user receives the message as a gesture through
an avatar, as depicted in Fig. 12. This message guides the deaf-
and-mute user to the town hall, where the mayor provides the
audio message “Go to the temple ruins”.

The third step involves the blind user, who hears the mes-
sage said by the mayor and goes to the temple ruins. In the
temple ruins the blind user has to search for an object that has
an inscription written on it. One of the columns has an inscrip-
tion written on it that states, “The dead will save the city”. The
blind user is informed by an audio message whenever he finds
this column and the message is sent to the deaf-mute user’s ter-
minal.

The fourth step involves again the deaf and mute user. The
user receives the written text in sign language form. The text
modality is translated to sign language symbols using the sign
synthesis tool. Then the deaf and mute user has to understand
the meaning of the inscription “The dead will save the city” and
go to the cemetery using the mouse where he/she finds a key
with the word “Catacombs” written on it.

In the fifth step, the text-to-speech (TTS) tool is employed to
transform the instructions written on the key (“CATACOMBS”)
to an audio signal that can be perceived by the blind user. The
user has to search for the catacombs enter in them and find the
box that contains a map (Fig. 11). The map is then sent to the
next level.

In the sixth step, the deaf user receives the map, and has
to draw the route to the area where the treasure is hidden. The
route is drawn on the map and the map is converted to a grooved
line map, which is send to for the last level to the blind user.

In the seventh step, the blind user receives the grooved line
map and has to find and follow the way to the forest where the
treasure is hidden. Although the map is presented again as a
2D image the blind user can feel the 3D grooved map and fol-

Figure 12: Sign language synthesis using an avatar.

low the route to the forest. The 2D image and the 3D map are
registered and this allows us to visualize the route that the blind
user actually follows on the 2D image. The blind user is asked
to press the key of the PHANToM device while he believes that
the PHANTOM cursor lies in the path. Finally, after finding the
forest he obtains a new grooved line map where the blind user
has to search for the final location of the treasure. After search-
ing in the forest streets the blind user should find the treasure.

10. CONCLUSIONS

In this paper, a novel system for the communication between
disabled used and their effective interaction with the computer
was presented based on multimodal user interfaces. The main
objective was to address the problem caused by the fact that im-
paired individuals, in general, do not have access to the same
modalities. Therefore, the transmitted signals were translated
into a perceivable form. The critical point for the automatic
translation of information is the accurate recognition of the trans-
mitted content and the effective transformation into another form.
Thus, an audio-visual speech recognition system was employed
to recognize phonetic commands from the blind user. The trans-
lation of the commands for the deaf-mute was performed using
a sign synthesis module which produces an animation with an
avatar. On the other hand, the deaf-mute user interacts using
sign language and gestures. The system incorporates a module
which is capable of recognizing user gestures and translate them
using text-to-speech applications. As an application scenario,
the aforementioned technologies are integrated in a collabora-
tive treasure hunting game which requires the interaction of the
users in each level. Future work will focus on the extension of
the developed modules in order to support larger vocabularies
and enable more natural communication of the users. Further-
more, the structure of the employed modalities should be studied
more to reveal their inter- dependencies and exploit their com-
plementary nature more effectively.
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ABSTRACT
The objective of this study is to automatically extract annotated
sign data from the broadcast news recordings for the hearing
impaired. These recordings present an excellent source for au-
tomatically generating annotated data: In news for the hearing
impaired, the speaker also signs with the hands as she talks. On
top of this, there is also corresponding sliding text superimposed
on the video. The video of the signer can be segmented via the
help of either the speech or both the speech and the text, gener-
ating segmented, and annotated sign videos. We aim to use this
application as a sign dictionary where the users enter a word
as text and retrieve sign videos of the related sign with several
examples. This application can also be used to automatically
create annotated sign databases that can be used for training rec-
ognizers.

KEYWORDS
Speech recognition – Sliding text recognition – Sign language
analysis – Sequence clustering – Hand tracking

1. INTRODUCTION

This project aims to exploit TRT news for the hearing impaired
programs in order to generate usable data for sign language ed-
ucation. The news video consists of three major information
sources: sliding text, speech and signs. Fig. 1 shows an exam-
ple frame from the recordings.

Figure 1: An example frame from the news recordings. The three
information sources are the speech, sliding text, signs.

The three sources in the video convey the same information
via different modalities. The news presenter signs the words as

she talks. It is important to note that sign languages have their
own grammars and word orderings. Thus, it is not necessary to
have the same word ordering in a Turkish spoken sentence and
in a Turkish sign sentence [1]. Thus, the signing in these news
videos is not Turkish sign language (Turk Isaret Dili, TID) but
Signed Turkish: the sign of each word is from TID but their
ordering would have been different in a proper TID sentence.
In addition to the speech and sign information, a correspond-
ing sliding text is superimposed on the video. Our methodology
is to process the video to extract the information content in the
sliding text and speech components and to use either the speech
alone or both the speech and the text to generate segmented and
annotated sign videos. The main goal is to use this annotation to
form a sign dictionary. Once the annotation is completed, unsu-
pervised techniques are employed to check consistency among
the retrieved signs, using a clustering of the signs.

Figure 2: Modalities and the system flow.

The system flow is illustrated in Fig. 2. The application re-
ceives the text input of the user and attempts to find the word in
the news videos by using the speech. At this step the applica-
tion returns several intervals from different videos that contain
the entered word. Then, sliding text information may optionally
be used to control and correct the result of the retrieval. This
is done by searching for the word in the sliding text modality
during each retrieved interval. If the word can also be retrieved
by the sliding text modality, the interval is assumed to be cor-
rect. The sign intervals will then be extracted by analyzing the
correlation of the signs with the speech. Sign clustering is nec-
essary for two reasons. First, there can be false alarms of the re-
trieval corresponding to some unrelated signs and second, there
are homophonic words that have the same phonology but differ-
ent meanings thus possibly different signs.
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2. SPOKEN TERM DETECTION

Spoken utterance retrieval part of this project will be used as
a tool to automatically segment the signs in a broadcast news
video for the disabled and to display the desired sign to the user
after the alignment. The general system diagram is given in Fig.
3 where the input to the search part is the query and the output
is the occurrence time, duration and the program name in which
the query appears in.

Figure 3: Block diagram of the spoken term detection system.

Three main modules of the system are speech recognition,
indexing and retrieval which will be explained in detail. Cur-
rently we have 127 broadcast news videos, each with a duration
of 10 minutes and sampled at 32 kHz. As a preprocessing op-
eration, the audio information is extracted and the sampling rate
is reduced to 16 kHz. The speech recognizer converts this audio
data into textual information (in terms of weighted finite state
automata). Indexation of the text is done via weighted finite
state transducers [2]. The index is built in such a way that when
it is composed with the query, the output is the search hits with
program name, occurrence time and duration as well as the ex-
pected count. This type of indexation introduces several benefits
as will be explained later.

2.1. Speech recognition

The speech recognizer takes a collection of audio files and con-
verts them into text. Before recognition, audio data is segmented
based on the energy constraint. Since the background does not
include music or noise it was adequate to identify the speech
and non-speech portions only. The method explained in [3] is
applied and some further arrangements are made on the output.
These post modifications were mainly about setting a minimum
duration limit on segments and merging them if they are smaller.

An HMM-based large vocabulary continuous speech recog-
nition (LVCSR) system is used for recognition. The feature vec-
tor consists of 12 MFCC components, the energy component as
well as delta and delta-delta components. The acoustic models
consist of decision tree clustered triphones and the output dis-
tributions are GMMs. The acoustic model used in this project
was previously trained on approximately 100 hours of broadcast
news data. The language models are pruned back off trigram
models which are based on words. The recognition networks
are represented as weighted finite state machines (FSMs). The
output of the ASR system is also represented as an FSM and
may be in the form of a best hypothesis string or a lattice of
alternate hypotheses. To illustrate this, the lattice output of a
recognized utterance is shown in Fig. 4. [4].

The labels on the arcs are the word hypotheses (or sub-
words such as morphemes) and the values next to the labels are
the probabilities of each arc. It is obvious that there is more
than one path from the initial state to the final. However, the
most probable path is “iyi gUnler” (”good afternoon”), which is
the correct transcription.

Figure 4: An example lattice output.It belongs to the utterance
“iyi gUnler”.

For the lattice output, more than one hypothesis is returned
with corresponding probabilities. Indexation estimates the ex-
pected count using path probabilities. By setting a threshold
on the expected count, different precision-recall points can be
obtained which results in a curve. On the other hand, the one-
best hypothesis is represented with only one point. Having a
curve allows choosing an operating point by setting the thresh-
old. Use of a higher threshold improves the precision but recall
falls. Conversely, a lower threshold value causes small expected
counts to be retrieved. This increases recall but decreases preci-
sion.

The opportunity of choosing the operating point is crucial.
Depending on the application, it may be desirable to retrieve all
the documents or only the most probable ones. For our case, it is
more convenient to operate at the point where precision is high.

Although this introduces some redundancy, using lattice out-
put of the ASR, improves system performance as shown in the
experiments. This improvement is expected to be much higher
for noisy data.

The HTK tool[5] is used to produce feature vectors and
AT&T’s FSM and DCD tools[6] are used for recognition. Cur-
rently, the word error rate of the speech recognizer is approx-
imately 20%. Using a morpheme based-model instead of the
word-based one reduces the WER and will be left as a future
work.

2.2. Indexation

The output of the speech recognizer is a weighted automaton
where each speech utterance of the dataset is represented as an
FSM and they are concatenated. Since input to indexation is
a finite state machine, it is advantageous to represent the in-
dexer as a transducer FSM. Another advantage of this approach
is that it simplifies dealing with arc weights or path probabili-
ties in the lattice. Since the input to indexation is uncertain, it
is important to keep log-likelihoods. This information should
be passed to the search module by the indexer for ranking pur-
poses. Since FSMs are compact representations of alternative
hypotheses with varying probabilities, designing the indexer as
an FSM is favorable.

The problem is to build an index which accepts any sub-
string of the utterance transcriptions. Thus the index can be
represented by a weighted finite-state transducer mapping each
factor of each utterance to the indices of the automata. This in-
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formation comes from the ASR output and is defined as:

T (x, i) = − log(EP|i| [C[x]]) (1)

where x is the substring, i is the automaton index, P is the
probability coming from ASR and Cx denotes the number of
occurrences of substring x in the utterance.

The factor selection is done by creating a new initial and
final state to the automata such that each intermediate state is
connected to both the initial and the final state. Thus it is pos-
sible to go from the initial state to any of the terms (phones or
words) and to reach the final state from there; this is accepted by
the transducer. After the new states and connections are added,
the automata are optimized with epsilon removal, determination
and minimization. The details of this process and the further
theory of weighted finite state automata are explained in [2].

A very powerful feature of this indexing method is its speed.
The resulting index also does not bother with the expansion of
the database. The search time for a query is linear in the size of
the query and the number of places it appears in the database.
Search duration is currently 1-1.8 seconds depending on the fre-
quency of the query and expanding the database from 20 videos
to 120 videos does not make any difference.

2.3. Retrieval

The top three blocks in 3, namely, preprocessing, recognition
and indexation are performed only once. When the query is
entered, only the retrieval module in the diagram is activated.

First the query is converted into an FSM and then composed
with the index FSM. After the optimization, the list of all indices
where the query appears and the corresponding log-likelihoods
are acquired. Since the probabilities are known, it is possible to
select the most probable outputs and rank the documents [2].

Now we have the utterance indices; however this includes
not only the query but other words. To clarify each word’s start-
ing time and duration we apply forced alignment. The final out-
put is the program name, starting time and duration of the query
in seconds.

For the client-server interaction, a server application using
sockets is written in PERL. Client side will be explained later.
When the server gets the query from the client, the search op-
eration is initiated and the standard output is sent back to the
client. If the user asks for a word which is not in the vocabulary,
an error message is displayed and no search is performed.

2.4. Experiments and results

2.4.1. Evaluation Metrics

Speech recognition performance is evaluated by the WER (word
error rate) metric which was measured to be around 20% in our
experiments. For evaluation of the retrieval system precision-
recall values and F-measures are used.

Let the reference transcriptions include R(q) occurrences of
the search term q. A(q) is the number of retrieved documents
and C(q) is the number of documents which are related to the
query from the retrieved ones.

Then

Precision(q) =
C(q)

A(q)
(2)

Recall(q) =
C(q)

R(q)
(3)

and the F-measure is:

F (q) =
2 ∗ Precision(q) ∗Recall(q)

Precision(q) + Recall(q)
(4)

Precision and recall values for each word in the query set
will be determined and averaged. Out-of-vocabulary words will
be discarded in the precision averaging. However their recall is
assumed to be zero for recall averaging. This is also the case for
words which exist in the reference but could not be retrieved.
The reason behind this assumption is that retrieving a wrong
document and retrieving nothing cannot be judged as if they are
the same.

2.4.2. Corpora

Although the whole collection consists of 127 videos, we used
only 15 for the evaluation.Since we have the reference manual
transcripts only for these files. The evaluation task begins with
the forced alignment of the manual transcriptions which will be
used as the reference. Start times and durations of each word -
and the silence - are identified and kept in the format (*.ctm),
shown in Fig 5, where the columns represents program name,
channel (studio, telephone etc.), start time(in sec.), duration(in
sec.) and spoken word (or silence) respectively.

2007-06-29-14-40 1 10.06 0.08 Z1
2007-06-29-14-40 1 10.14 0.23 iyi
2007-06-29-14-40 1 10.37 0.57 gUnler
2007-06-29-14-40 1 10.94 1.11 Z1

Figure 5: *.ctm file format. It is constructed after the forced
alignment of manual transcriptions.

A query set is created from the reference files by taking each
word uniquely. Each item in the query set is searched in the
database and search results are kept in a file with the format,
shown in Fig. 6. In this format, columns represent the program
file name in which the query is claimed to occur, start time (in
ms.), duration (in ms.) and relevance respectively. After these
files are obtained, precision and recall values are calculated and
averaged.

2007-06-29-14-40.avi, 255477, 480, 1
2007-06-29-14-40.avi, 271494, 460, 1
2007-06-29-17-40.avi, 530545, 500, 0.0118179

Figure 6: Search result file format. For each query, this file is
created and compared with the reference ctm file.

The retrieval result is checked with the reference ctm file
with a margin time. If the beginning and end times are found
to agree with margin seconds or less from the correct, search is
assumed to be successful.

2.4.3. Results

The index is created for the lattice and one-best output of the
recognizer. Precision-recall (no limit is set on the number of re-
trieved documents) and precision-recall at 10 (maximum num-
ber of retrieved documents is limited to 10) graphs are depicted
as in Fig. 7 and Fig. 8.

It is obvious from the plots that, use of lattices performs
better than one-best. This is also the case for precision and recall
at 10. The arrows point at the position where the maximum F-
measure is achieved for lattice. Comparison of F-measures of
lattice and one-best output of ASR are given in 1. Use of lattices
introduces 1-1.5 % of improvement. Since the broadcast news
corpora are fairly noiseless, the achievement may seem minor.
However for noisy data the difference is much higher [4].
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Figure 7: Precision-Recall for word-lattice and one-best hy-
potheses when no limit is set on maximum number of retrieved
documents.

Figure 8: Precision-Recall for word-lattice and one-best hy-
potheses when maximum number of retrieved documents is set
to 10 (precision at 10).

3. SLIDING TEXT RECOGNITION

3.1. Sliding Text Properties

The news videos are accompanied by a sliding text band, which
includes simultaneous transcription of what is being said. It is
placed at the bottom of the screen and contains characters with a
specific font, shown with white pixels over a solid background.
Speed of the sliding text is approximately constant throughout
the whole video sequence (usually 4 pixels/frame), which allows
each character to appear on the screen for at least 2.5 seconds.
An example of a frame with sliding text is shown in Fig. 9.

3.2. Baseline Method

The method we propose to obtain sliding text information con-
sists of three parts: Extraction of the text line, character recog-
nition and temporal alignment.

3.2.1. Text Line Extraction

Size and position of the sliding text band does not change through-
out the video. Therefore, it is found at the first frame and used
in the rest of the operations. To find the position of the text, first,
we convert the RGB image into a binary image, using grayscale

Table 1: Comparison of lattice and one-best ASR outputs on
maximum F-measure performance.

Max-F(%) Max-F@10(%)
Lattice 80.32 81.16

One-best 79.05 80.06

Figure 9: Frame snapshot of the broadcast news video.

quantization and thresholding with the Otsu method [7]. Then
we calculate horizontal projection histogram of the binary im-
age, i.e., the number of white pixels for each row. The text band
appears as a peak on this representation, separated from the rest
of the image. We apply a similar technique over the cropped text
band, this time on the vertical projection direction, to eliminate
the program logo. The sliding text is bounded by the remain-
ing box, whose coordinates are defined as the text line position.
Fig. 10 shows an example of binary image with its horizontal
and vertical projection histograms.

Figure 10: Binary image with horizontal and vertical projection
histograms.

Since there is redundant information in successive frames,
we do not extract text information from every frame. Experi-
ments have shown that updating text transcription once in every
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10 frames is optimal for achieving sufficient recognition accu-
racy. We call these the “sample frames”. The other frames in
between are used for noise removal and smoothing.

Noise in binary images stems mostly from quantization op-
erations in color scale conversion. Considering the low resolu-
tion of our images, it may cause two characters, or two distinct
parts of a single character to be combined, which complicates
the segmentation of text into characters. We apply morpholog-
ical opening with a 2x2 structuring element to remove such ef-
fects of noise. To further smooth the appearance of characters,
we horizontally align binary text images of the frames between
two samples, and for each pixel position, decide on a 0 or 1, by
voting.

Once the text image is obtained, vertical projection histogram
is calculated again to find the start and end positions of every
character. Our algorithm assumes that two consecutive charac-
ters are perfectly separated by at least one black pixel column.
The threshold of an inter-word space is determined adaptively,
by searching for outliers in character spacing. For proper align-
ment, only complete words are taken for transcription.

Each character is individually cropped from the text figure
and saved, along with its start and end horizontal pixel positions.

3.2.2. Character Recognition

For character recognition, we implement the template matching
method. Each binary character image is compared to each tem-
plate, pixel by pixel. The total number of matching pixels are
divided by the size of the character image and used as a simi-
larity score. Matched characters are stored as a string. Fig. 11
depicts a sample text band image, its transcribed text and corre-
sponding pixel positions, respectively.

Figure 11: Sample image and transcription.

3.2.3. Temporal Alignment

The sliding text is interpreted as a continuous band through-
out the video. Since we process only selected sample frames,
the calculated positions of each character should be aligned in
space (and therefore in time) with their positions from the pre-
vious sample frame. This is done using frame shift and pixel
shift values. For instance, a character which appears in posi-
tions 180-189 in the first sample and the one in 140-149 of the
second refer to the same character, since we investigate each
10th frame with 4 pixels of shift per frame. Small changes in
these values (mainly due to noise) are compensated using shift-
alignment comparison checks. Therefore, we obtain a unique
pixel position (start-end) pair for each character seen on the text
band.

We determine the final transcript as follows: For each frame,
we look for the occurrence of a specific start-end position pair,
and note the corresponding character to a character candidate list
(for different frames, these characters may not be the same, due
to recognition errors). The final decision is made by majority
voting; the character that is seen the most in the list is assigned
to that position pair.

3.3. Baseline Performance

We compare the transcribed text with the ground truth data and
use character recognition and word recognition rates as perfor-
mance criteria. Even if only one character of a word is misrec-
ognized, we label this word as erroneous.

Applying the baseline method on a news video dataset of
40 minutes (around 3500 words), we achieved 94% character
recognition accuracy, and 70% word recognition accuracy.

3.4. Discussions

One of the most important challenges of character recognition
was the combined effect of low resolution and noise. We work
with frames of 352x288 resolution, therefore, each character
covers barely an area of 10-14 pixels in height and 2-10 pixels
in width. In such a small area, any noise pixel distorts the im-
age considerably, thus making it harder to achieve a reasonable
score by template comparison.

Noise cancellation techniques created another disadvantage
since they removed distinctive parts of some Turkish characters,
such as erasing dots (İ, Ö, Ü), or pruning hooks (Ç, Ş). Fig. 12
shows examples of such characters, which, after noise cancella-
tion operations, look very much the same.

Figure 12: Highly confused characters.

3.5. Improvements over the Baseline

We made two major improvements over the baseline system, to
improve recognition accuracy. The first one is to use Jaccard’s
distance for template match score. Jaccard uses pixel compar-
ison with a slightly different formulation: Let nij be the total
number of pixel positions, where binary template pixel has value
i and character pixel has value j. Then, the comparison score is
formulated as [8]:

dj =
n11

n11 + n10 + n01
(5)

Using Jaccard’s distance for template match scoring resulted
in 96.7% accuracy for character recognition, and 80.0% for word
recognition accuracy.

The highest rate in the confusion matrix belongs to discrim-
ination of the letter “O” and the number “0”. To distinguish
these, the knowledge that a zero should be preceded or suc-
ceeded by another number, is used as a postprocessing oper-
ation. Adding this correction resulted in 98.5% character ac-
curacy and 90% word recognition accuracy, respectively. The
confusion rates are listed in Table 2.

4. SIGN ANALYSIS

4.1. Skin color detection

4.1.1. Skin color detection using a probabilistic model

Skin color is widely used to aid segmentation in finding parts
of the human body [9]. We learn skin colors from a training
set and then create a model of them using a Gaussian Mixture
Model (GMM). This is not a universal skin color model; but
rather, a model of skin colors contained in our training set.
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Table 2: Character confusion rates.

Character Character Confusion
(Original) (Recognized) Rate (%)

Ç C 8.33
Ğ G 1.49
Ğ Ö 2.99
H M 2.94
I 1 0.85
N M 0.34
Ö O 9.68
Ş S 2.73
Ü U 2.47
0 O 36.36
2 Z 7.14

Figure 13: Examples from the training data

Training of GMM. We prepared a set of training data by
extracting images from our input video sequences and manually
selecting the skin colored pixels. We used images of different
speakers under different lighting conditions. In total, we pro-
cessed six video segments. Some example training images are
shown in Fig. 13.

For color representation we use the RGB color space. The
main reason is that this color space is native for computer vision
and therefore does not need any conversion to other color space.
The collected data are processed by the Expectation Maximiza-
tion (EM) algorithm to train the GMM. After inspecting the spa-
tial parameters of the data we decided to use a five Gaussian
mixtures model. The resulting model can be observed in Fig.
14.

Figure 14: General look up table. Levels of likelihood can be
seen in different colors. Lower level likelihood of 128, higher
level likelihood of 220.

Using GMM for image segmentation. The straight for-
ward way of using the GMM for segmentation is to compute the
probability of belonging to a skin segment for every pixel in the
image. One can then use a threshold to decide whether the pixel
color is skin or not. But this computation would take a long
time, provided the information we have is the mean, variance
and gain of each Gaussian in the mixture. We have precomputed
the likelihoods and used table look-up.

4.1.2. Skin color detection using look up table

Look up table model description. We decided to create a look-
up table to store the likelihood that a color corresponds to a skin.
In this case the values of the look-up table are computed from
the probability density function given by GMM. The range of
likelihoods is from 0 to 255. A likelihood of 128 and more
means that the particular color belongs to a skin segment. With
this procedure we obtain a 256x256x256 look-up table contain-
ing the likelihood of all the colors from RGB color space.

The segmentation is straightforward. We compare the color
of each pixel with the value in the look-up table. According to
the likelihood of the color, we decide whether it belongs to skin
segment or not. For better performance, we blur the resulting
likelihood image. That way, the segments with low probability
disappear and the low probability regions near the high prob-
ability regions are strengthened. For each frame, we create a
mask of skin color segments by thresholding the likelihood im-
age (See Fig. 15).

Figure 15: The process of image segmentation. From left to
right: original image, probability of skin color blurred for better
performance, binary image as a result of thresholding, original
image with applied mask.)

The look up table is created using color information from
more than one speaker. Generally we want to segment a video
sequence with just one speaker. This means that with the look up
table we will obtain some undesirable pixels identified as skin
color pixels which do not belong to the particular speaker. Thus,
we need to adapt the look up table for each video. Since man-
ual data editing is not possible at this stage, a quick automatic
method is needed.

Training of the look up table. We refer to the general look
up table modeled from several speakers as the background look-
up table and describe how we adapt it to the current speaker.
First we need to extract the skin color pixels from the current
speaker. Using the OpenCV’s Haar classifier [10] we detect the
face of the speaker and store it in a separate image. This im-
age is then segmented using the background look up table and
a new look up table is created. We process all the pixels of the
segmented image and store the pixels’ color in the proper po-
sitions in the look up table. Information from one image is of
course not sufficient and there are big gaps in the look up table.
To solve this problem, we use a convolution with a Gaussian
kernel to smooth the look-up table. To save time, we process
color components separately. At the end of this step, we obtain
a speaker dependent look up table.
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Figure 16: Examples of different lighting conditions resulting
into different skin color of the speaker and the corresponding
adapted look up table.)

4.1.3. Adaptation of general skin color model for a given
video sequence

Now we need to adapt our background look up table to the new
speaker dependent look up table. We use weighted averaging of
the background and the speaker dependent look up tables. The
speaker is given more weight in the weighted averaging. This
way we eliminate improbable colors from the background look
up table thus improving its effectiveness. Some examples of
adapted look up tables can be seen in Fig. 16.

4.2. Hand and face tracking

The movement of the face and the hands is an important feature
of sign language. The trajectory of the hands gives us a good
idea about the performed sign. The position of the head is used
for creating a local system of coordinates and normalizing the
hand position.

There are many algorithms that are able to detect a face with
very good results. We use OpenCV’s Haar feature based face de-
tector [10]. From the resulting bounding rectangle we calculate
an ellipse around the face. The center of the ellipse is assumed
to be the center of mass of the head. We use this point as the
head’s tracked position.

The input of our tracking algorithm is a segmented image
containing only blobs of skin colored objects. As a result of
skin color detection, we have an image that contains only skin
colored regions. To retrieve the separate blobs from the image
we use cvBlobsLib [11]. There can be some blobs which appear
in our segmented image but they do not belong to the signer.
That means the blob is neither the signer’s head nor the signer’s
hand. We want to eliminate these blobs.

4.2.1. Blob filtering

First we eliminate the blobs with small area. Next we elimi-
nate blobs which belong to the background. The second step is
to take into account only the three biggest blobs in the image.
They should belong to the head and the hands of the signer as
the other false blobs are a result of noise. Sometimes when an
occlusion occurs there can be fewer than three blobs belonging
to the signer. We need to take this into account. Third, we elimi-
nate all the blobs that are too far away from the previous position
of already identified blobs. As a threshold, we use a multiple of
the signer’s head width. This solves the problem when a false
blob appears when a hand and the head are in occlusion.

Generally the biggest challenge in hand tracking is when
hands occlude each other, or the head. In this case, two or three
objects form a single blob. This situation can be easily detected,
but this information alone is not enough to resolve the occlu-
sion. We need to somehow know which objects of interest are
in occlusion or whether they are so close to each other that they
form a single blob. For this purpose, we try to predict the occlu-
sion. When two objects occlude in the next frame, we assume
that they are the predicted ones.

4.2.2. Occlusion prediction

We apply an occlusion prediction algorithm as a first step in
occlusion solving. We need to predict whether there will be an
occlusion and among which blobs will the occlusion be. For this
purpose, we use a simple strategy that predicts the new position,
pt+1, of a blob from its velocity and acceleration. The velocity
and acceleration is calculated by the first and second derivatives
of the position at the previous frames.

vt = pt−1 − pt (6)
at = vt−1 − vt (7)

pt+1 = pt + vt + at (8)

The size of the blob is predicted with the same strategy.
With the predicted positions and sizes of the blobs, we check
whether these blobs intersect. If there is an intersection, we
identify the intersecting blobs and predict that there will be an
occlusion between those blobs.

4.2.3. Occlusion solving

We decided to solve the occlusions by trying to find out which
part of the blob belongs to one of the objects and divide the blob
into two (or three in the case that both hands and head are in
occlusion). We divide the blob by drawing a black line or ellipse
at the location we think is the best. Thus we always obtain three
blobs which can then be tracked as will be shown later. Let us
describe the particular cases of occlusion.

Two hands occlude. In this case we separate the blob with
a line. We find the bounding ellipse of the blob of occluded
hands. The minor axis of the ellipse is computed and a black
line is drawn along this axis. For better results we draw the line
several pixels wide as can be seen on Fig. 17.

One hand occludes with the head. Usually the blob of the
head is much bigger than the blob of the hand. Therefore a di-
vision of the blob along the minor axis of the bounding ellipse
would have an unwanted effect. We use a template matching
method instead [12]. In every frame when the hand is visible we
collect its template. The template is a gray scale image defined
by the hand’s bounding box. When the occlusion is detected a
region around the previous position of the hand is defined. We
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Figure 17: An example of hand occlusion. From left original
image, image with the minor axis drawn, result of tracking.

calculate the correlation between the hand template and the seg-
mented image. We use a squared difference correlation method
to calculate the correlation,

R(x, y) =
X
x′

X
y′

(T (x′, y′)− I(x + x′, y + y′))2 (9)

where T is the template, I is the image we search in, x and y
are the coordinates in the image, x’ and y’ are the coordinates in
the template. After that we find the minimum in the result of the
correlation but we limit the search only to the region around the
last position. We draw a black ellipse at the estimated position
of the hand as in Fig. 18. The parameters of the ellipse are taken
from the bounding ellipse of the hand. As a last step we collect a
new template for the hand. Previously the last step was omitted
and the last known template of the hand was used. But often the
shape of the hand changes in front of the head, so it is necessary
to collect the template all the time be able to track the hand
properly. The remaining parts of the head in the template image
do not have a significant impact on the result of the correlation.

Figure 18: An example of hand and head occlusion. From left
original image, image with the ellipse drawn, result of tracking.

Both hands occlude with the head. In this case the tem-
plate matching method proved to be successful. We just need to
apply it to both hands.

4.2.4. Tracking of hands

For the tracking of the hands we are able to apply several rules.
First, we need to decide which blob belongs to what part of the
signer’s body. In principle, we assign the blobs in the current
frame to the hands and the head by comparing their previous
positions and velocities. We assume that the biggest blob closest
to the previous head position belongs to the signer’s head. The
other two blobs belong to the hands.

After examining the signs we found out that the right hand
of the signer is most of the time in the left part of the image
and the left hand is in the right side of the image. We use this
assumption when there is no hand in the previous frame: for the
current frame, we set the blob whose center is more left than the
other (whose x coordinate is smaller) as the right hand and vice
versa.

4.3. Feature extraction

Several features have been extracted from processed video se-
quences [13] for further use, for example for sign recognition,
clustering or alignment. These features can be separated into
three groups according to their character.

4.3.1. Tracking features

In the previous section the method for head and hands tracking
was introduced. The output of this algorithm is the position and
a bounding ellipse of the hands and the head during the whole
video sequence. The position of the ellipse in time forms the
trajectory and the shape of the ellipse gives us some informa-
tion about the hand or head orientation. The features extracted
from the ellipse are its width, height and angle between ellipse’s
major axis and x-axis of the image’s coordinate system. The
tracking algorithm provides five features per object of interest,
15 features in total.

Gaussian smoothing of measured data in time is applied to
reduce the noise. The width of the Gaussian kernel is five, i.e.
we calculate the actual smoothed value from two previous, ac-
tual and two following measured values.
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Figure 19: Smoothing features - example on 10 seconds se-
quence of four left hand features (x and y position, bounding
ellipse width and height).

We then normalize all the features such that they are speaker
independent and invariant to the source resolution. We define a
new coordinate system such that the average position of the head
center is the new origin and scale with respect to the average
width of the head ellipse. Thus the normalization consists of
translation to thehead center and scaling.

The coordinate transformations are calculated for all 15 fea-
tures, which can be used for dynamical analysis of movements.
We then calculate differences from future and previous frames
and include this in our feature vector:

x̂′(t) =
1

2
(x(t)− x(t− 1)) +

1

2
(x(t + 1)− x(t))(10)

=
1

2
x(t− 1) +

1

2
x(t + 1) (11)

In total, 30 features from tracking are provided, 15 smoothed
features obtained by the tracking algorithm and their 15 differ-
ences.
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Figure 20: Trajectories of head and hands in normalized coor-
dinate system.

4.3.2. DCT features for hands

The hand shape tells us a lot about the performed sign. For
some signs it is the only distinguishable feature as there can be
very similar signs in trajectory or the signs can be static. In ev-
ery frame we take a discrete cosine transformation (DCT) of the
grayscale template image for each hand. Most of the informa-
tion in DCT is distributed in the lower frequencies. We extract
the upper left triangular part of the DCT matrix which corre-
sponds to those low frequencies. We use 54 features per hand
(triangle matrix with width 10). We do not use DC value since
this corresponds to the average gray scale value.

Figure 21: left: reconstructed hand from 54 DCT parameters
(by inverse DCT), right: original image.

The DCT parameters are calculated from a grayscale im-
age where the light areas correspond to the skin colors and the
dark areas to the non-skin colors. When a hand is in occlusion
with another hand or with the head, then other skin color areas
are present in the source image and those areas are included in
the DCT parameters. That way a particular hand shape with-
out and with occlusion has different DCT parameters. Only the
same hand shape with the same occlusion has the same DCT
parameters. This can be either an advantage or a disadvantage
depending on the further use.

4.3.3. DCT features for the whole image

At last the DCT parameters of the whole image were calcu-
lated. The DCT was calculated from the original image with
the skin color mask applied and converted to gray scale. Again
the upper left triangular part of the resulting DCT matrix was
extracted and the DC parameter was omitted. We have experi-
mented to find that the optimal number of the DCT parameters is
104 (triangular matrix with 14 rows and columns). This number
of parameters contains sufficient information about skin color

distribution in the image, and does not contain speaker depen-
dent features (such as a specific shape of the head). This infor-
mation about the specific shapes is stored in higher frequencies,
which are cropped from our DCT parameter matrix. We keep
only information from the lower frequencies, where the general
distribution of skin color in the image is stored.

Figure 22: a) original image, reconstructed images by inverse
DCT from b) 35, c) 77, d) 104, e) 135 DCT parameters.

4.3.4. Summary of extracted features

We have extracted a total of 242 features. Some of them have
more information content than others. We extracted all of them
in order to have more features for following experiments. The
features are summarized in Table 3.

Table 3: Confusion rates.

Number of
features Description

Tracking fea-
tures

30 head and hands: x, y posi-
tion width, height, angle of
bounding ellipse + deriva-
tions

DCT features
- hands

2 x 54 DCT parameters for left and
right hand shape

DCT features
- whole image

104 DCT parameters for skin
color distribution in image

4.4. Clustering

Our goal is to cluster two or more isolated signs. If the signs
are considered to be the same they should be added to the same
cluster. The purpose of clustering is to define a distance (or sim-
ilarity) measure for our signs. We have to consider that we don’t
know the exact borders of the sign. The sign news, which con-
tains continuous sign speech, was split into isolated signs by a
speech recognizer (see Fig. 23). In the case the pronounced
word and the performed sign are shifted, the recognized borders
will not fit the sign exactly. We have examined that the spoken
word usually precedes the corresponding sign. The starting bor-
der of the sign has to be moved backwards in order to compen-
sate the delay between speech and signing. A typical delay of
starting instant is about 0.2 seconds backwards. In some cases,
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the sign was delayed against the speech, so it’s suitable to move
the ending instant of the sign forward. To keep our sequence as
short as possible, we shifted the ending instant about 0.1 second
forward. If we increase the shift of the beginning or the ending
border, we increase the probability that the whole sign is present
in the selected time interval, at the expense of including parts of
previous and next signs into the interval.

Figure 23: Timeline with marked borders from speech recog-
nizer.

Now we take two signs from the news whose accompanying
speech was recognized as the same word. We want to find out
whether those two signs are the same or are different (in case
of homonyms). After we extend the borders of those signs (as
described above), we suppose that those intervals contain our
examined sign and can contain ending part of the previous sign
and beginning part of the next sign. The goal is to calculate the
similarity of these two signs and to determine if they contain
same sign.

Our first experiment was calculating distances between a
manually selected short sequence which contains one sign and
other same length sequences which were extracted from a longer
interval. See Fig. 24, where we calculated distances between a
0.6 second long sequence and the same length sequences ex-
tracted from 60 seconds long interval (i.e. we have extracted 0.6
second long sequence starting at frame 1, than from frame 2 and
so on). This way we have extracted nearly 1500 sequences and
calculated their distances to our selected sequence. This experi-
ment has shown that our distance calculation has high distances
for different signs and low distances for similar signs. This was
manually evaluated by comparing video sequences containing
compared intervals. One may observe that in frame 500, the
distance is zero, in fact this is the frame from which we have
taken our first, manually selected sequence and then we have
compared two same sequences.
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Figure 24: Experiment: distance calculation between 0.6 sec-
ond long sequence and same length sequences taken from 60
seconds long interval.

The distance of the two same length sequences is calculated
from tracking features and their derivations. We have not ex-
perimented with the hand DCT features, so when the distance is
calculated as low, it means that those signs are similar in hand
and head position and speed, but can differ in the hand shape.

The distance is calculated in the following way:

1. the difference between corresponding features of two signs
is calculated for each frame

2. these differences are squared

3. resulting squared differences are summed over all frames
and all those sums for each feature are summed together
(we consider same weight for all features)

4. calculated distance is normalized by multiplication with
factor 1/length of sequence

This distance calculation is very fast, but the problem is
when compared sequences contain not only our examined sign,
but parts of other signs, then the distance increases. Next prob-
lem is time warping. If two same signs are performed with dif-
ferent speed, then the distance increases too.

The solution for both can be usage of a multidimensional
DTW (dynamic time warping) algorithm. It’s obvious it can
handle time warped signals, but we suppose it could solve prob-
lem with inclusion of other signs in examined intervals as well:
if we calculate the lowest cost path in DTW matrix, than the part
where the cost grows slowly correspond to comparing two same
signs, otherwise when the cost grows fast two different signs are
compared.

Another possible solution is using HMMs (Hidden Markov
Models), where one sign is represented by one HMM and each
HMM has some additional hidden states at the beginning and at
the end, which correspond to the “noise” before and after given
sign. Parts of neighboring signs represent this noise. When we
cluster more than two signs, we use the following method:

1. Calculate pair wise distances between all compared signs,
store those distances in upper triangular matrix

2. Group two most similar signs together and recalculate the
distance matrix (it will have one less row and column)

3. Repeat step 2. until all signs are in one group

4. Mark the highest difference between two distances, at
which two signs were grouped together in following steps,
as distance up to which the signs are in the same cluster
(see Fig. 25)
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Figure 25: Dendogram - grouping signs together at different
distances.

Clustering was implemented in Matlab as standalone and
server applications. The server application receives a list of
signs from a client, calculates their distances, clusters those signs
and sends the cluster information for each sign back to the client.

5. APPLICATION AND GUI

5.1. System Design and Application Details

The user interface and the core search engine are separated and
the communication between is being done via using TCP/IP
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socket connections. This design is also expected to be helpful
in the future since a web application is planned to be built using
this service. This design can be seen in the Fig. 26.

Figure 26: System Structure.

In Fig. 27, the screenshot of the user interface is shown.
There are mainly five sections in it. The first is the “Search”
section where the user inputs a word or some phrases using the
letters in Turkish alphabet and sends the query. The application
communicates with the engine on the server side using a TCP/IP
socket connection, retrieves data and processes it to show the
results in the “Search Results” section. The results being done
in the same news file is grouped together and shown with date
and time information in the tree structure so that the user can
also use the application to scan the news archives. A “recent
searches” menu is added to the search box aiming to cache the
searches and increase the service time. But the user can clear
the search history to retrieve the results from the server again
for the recent searches. The relevance of the returned results
(with respect to the speech) is shown using stars (0 to 10) in the
tree structure to inform the user about the reliability of the found
results. Moreover, the sign clusters is shown in paranthesis, next
to each result.

Figure 27: Screenshot of the User Interface.

When the user selects a result, it is loaded and played in
the “Video Display” section. The original news video or the

segmented news video is shown in this section according to the
user’s “Show segmented video” selection. The segmented video
is added separately to figure above to indicate this. In addition
to video display, the “Properties” section also informs the user
about the date and time of the news, starting time, duration and
the relevance of the result. ”Player Controls” and “Options” en-
able the user to expand the duration to left/right or play with the
volume/speed of the video to analyze the sign in detail. Apart
from using local videos to show in the display, one can uncheck
“Use local videos to show” and use the videos on the web. But
the speed of loading video files from the web is not satisfactory
since the video files are very large.

5.2. Used Tools

The ease and power of python language with the wxPython’s
GUI bindings gave the most help in the user interface creation.
wxFormBuilder enabled us to design the UI file separately.
In addition, py2exe is used to create executables from the python
code and finally nsis is used to create a standalone program
setup from separate files and folders.

6. CONCLUSIONS

We have developed a Turkish sign dictionary that can be used
as tutoring videos for novice signers. The dictionary is easy to
extend by adding more videos and provides a large vocabulary
dictionary with the corpus of the broadcast news videos. The ap-
plication is accessible as a standalone application and will soon
be accessible from the Internet.
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ABSTRACT
Being able to convert a given the speech and facial movements
of a given source speaker into those of another (identified) tar-
get speaker, is a challenging problem. In this paper we build on
the experience gained in a previous eNTERFACE workshop to
produce a working, although still very imperfect, identity con-
version system. The conversion system we develop is based on
the late fusion of two independently obtained conversion results:
voice conversion and facial movement conversion.

In an attempt to perform parallel conversion of the glottal
source and excitation tract features of speech, we examine the
usability of the ARX-LF source-filter model of speech. Given
its high sensitivity to parameter modification, we then use the
code-book based STASC model.

For face conversion, we first build 3D facial models of the
source and target speakers, using the MPEG-4 standard. Facial
movements are then tracked using the Active Appearance Model
approach, and facial movement mapping is obtained by impos-
ing source FAPs on the 3D model of the target, and using the
target FAPUs to interpret the source FAPs.

KEYWORDS
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ping – Face tracking – Avatar control

1. INTRODUCTION

This eNTERFACE’07 project is a continuation of a project star-
ted during eNTERFACE’06 in Dubrovnik [1], in which we aimed
at converting a given source speaker speech and facial move-
ments into those of another (identified) target speaker. Such
a conversion is typically based on some (separate) parametric
models of the speech and facial movements for both speakers
(Fig. 1). Two streams of (time-varying) parameters (one for
the speech model, one for the face model) are first estimated
from an audio-video file of the source speaker; some of these
parameters are modified using mapping functions; the modified
parameter streams are finally converted into an audio-video file
which should hopefully be identified as originating from the tar-
get speaker.

The final quality of the conversion therefore depends on the
quality of the rendering obtained by the parametric models and
on the efficiency of the mapping functions, which both result
from design choices.

Rendering quality can easily be estimated by copy-synthesis
experiments: one takes an audio-video file as input, estimates
parameters and performs rendering without modifying the pa-
rameters. Errors can be due to modeling errors (the model is

not able of capturing all the details in the data) and/or to esti-
mation errors (the model, when used for rendering, is capable
of producing perfect copysynthesis if it is fed with some opti-
mal parameter stream, but the parameter estimation algorithm
cannot find the best parameter values). This leads to a classical
modeling tradeoff: if too simple, a model lends itself to mod-
eling errors; if too complex, it minimizes modeling errors but
opens the doors to estimation errors.

Mapping should produce a sensation of identity conversion
while not degrading too much the rendering quality obtained
with copy synthesis. Here again, a tradeoff usually has to be
made: while applying smoothed mapping preserves copy-syn-
thesis quality, it only partially produces identity conversion; con-
versely, applying hard mapping modifies the impression of iden-
tity but often significantly degrades quality [2].

In addition to being dependent on the models and mapping
methods they use, speaker conversion systems are characterized
by the type of data they are based on. Mapping functions are
usually trained from aligned data between source and speaker,
although a new trend is to design mapping functions from source
and target speakers not uttering the same sentences.

Conversion approaches also differ by the assumptions they
make on the size of the available data from the source and speaker,
for training the mapping functions. Being able to train an effi-
cient mapping function from limited data is more challenging
(and often closer to real applications).

In this project, it is assumed that a large amount of aligned
speech data can be recorded from both the source and target. As
a matter of fact, even in such advantageous conditions, the state-
of-the-art in voice conversion has not yet reached a level which
would make it a widely usable tool for commercial applications.
In contrast, we assume that only a photo of the target speaker
is available. A typical application of this project is therefore
that of a human actor controlling the speech and facial move-
ments of a 3D character whose face and voice is well-known to
the audience, and from whom a large amount of speech data is
available.

The paper is organized as follows. Section 2 summarizes
the speech model and mapping function we tested in [1] and
examines the new choices made in this year’s project. In Section
3, we summarize the face model and mapping function (which
has not changed from [1]). Experiments using these models and
mappings (using the eNTERFACE06 ARCTIC database created
last year 1) are detailed in Section 4, followed by an analysis of
our results, and perspectives, in Section 5.

1http://www.enterface.net/enterface06/docs/results/databases/
eNTERFACE06 ARCTIC.rar
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Figure 1: Principles of speaker identity conversion, using source speech and facial movements, mapping them to target speech and
face, and producing target-like speech and facial movement.

2. SPEECH ANALYSIS, MAPPING, AND SYNTHESIS
FOR VOICE CONVERSION

In [1], a number of choices had been made relatively to the mod-
eling and mapping trade-offs mentioned in Section 1.

Speech was modeled using Residue Excited Linear Predic-
tion (RELP), which has the advantage of providing transparent
copy synthesis, but consequently provided few means of map-
ping the glottal source signals from source to target speaker. A
mapping function was then applied, frame-by-frame, on the vo-
cal tract filter of the source,

1/As(z), based on Gaussian Mixture Models (GMM) of the
source and target Mel-Frequency Cepstrum Coefficient (MFCC)
distributions [3] (Fig. 2). This produced an estimate of the vo-
cal tract filter of the target, 1/Ãt(z). The original part of this
speech conversion system resided in an additional mapping step.
In order to increase the acoustic similarity between converted
speech and target speech, we used a large database of target
speech, and applied a units selection principle, similar to that
used in unit selection for text-to-speech synthesis: we searched
in the target database for a sequence of real target vocal tract
filters { 1/At(z) } whose distance to the sequence of mapped
filters { 1/Ãt(z) } was minimized. The search for optimal tar-
get sequences was based on dynamic programming, for addi-
tionally optimizing the length of the real target filter sequences
used (in order to avoid discontinuities when switching from one
sequence to another). Converted speech was finally obtained by
filtering some excitation signal with the sequence of real target
vocal tract filters { 1/At(z) }.

One of the main conclusions of [1] was that, if the target
speaker LP residual was filtered by the sequence of mapped vo-
cal tract filters { 1/At(z) } the converted speech sounded like
”processed” target speech, and was therefore clearly identifiable
as originating from the target speaker (but its quality was some-
how discontinuous)2. In contrast, when the source speaker LP
residual was used to drive the sequence of mapped vocal tract
filters (as in Fig. 2), a lot of the source speaker identity was

2Notice that, since the length of the source and target files were gen-
erally different, using target speaker excitation with modified source
speaker vocal tract parameters implied to perform some alignment of
the source and speaker files. This was achieved by applying Dynamic
Time Warping (DTW) between source and target utterances.

Figure 2: Voice conversion in [1].

retained in the converted speech.
This led us to focus initially this year on source/tract sep-

aration, with separate mappings for source and tract parame-
ters. The main initial idea was to use a recently developed
source-tract model, the so-called AutoRegressive eXogeneous
Lijlencrants-Fant model (ARX-LF) [4]. We also tested another
mapping function (other than the one used in [1]), called STASC
[2] and based on a simpler algorithm than [3] while still produc-
ing efficient vocal tract mapping.

2.1. ARX-LF

The source-filter model of speech production hypothesizes that
a speech signal is formed by passing an excitation through a
linear filter. In physiological terms, the excitation refers to the
signal produced at the glottis and the filter represents the res-
onances caused by the cavities in the vocal tract. Linear pre-
diction analysis is a basic source-filter model which assumes a
periodic impulse train as the source signal for voiced sounds
and white noise for unvoiced speech. Most voice conversion
frameworks assume an LPC based analysis-synthesis approach,
where only the LPC-based parameters are converted and excita-
tions are left untouched. More elaborate parametric models of
the excitation do exist and are interesting in terms of joint vocal
tract and source conversion. In our experiments we have chosen
to evaluate the LF model which models the voiced excitation by
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approximating the glottal flow derivative (GFD) with three pa-
rameters. Figure 3 illustrates a GFD waveform generated by the
LF model. The three parameters of interest are open quotient,
asymmetry coefficient and closed phase quotient.

Figure 3: Glottal flow derivative produced by the LF model.

With the adoption of LF glottal pulse, the speech signal can
then be expressed by an ARX (auto regressive exogenous) pro-
cess [4]:

s(n) =

pX
k=1

a(k)s(n− k) + u(n) + e(n) (1)

where u is the LF waveform and e is the residual noise
and a(k) are the coefficients of the pth order filter represent-
ing the vocal tract. Once an LF waveform is found for a given
speech frame, deriving the filter coefficients is a trivial task. For
ARX-LF analysis we have used an implementation based on the
work of A. Moinet and N. D’Alessandro. Our implementation
does not incorporate a residual noise factor, therefore e(n) is
always 0 when synthesizing speech with our implementation of
the ARX-LF model. The steps of the ARX-LF analysis can be
summarized as follows:

1. Extract pitch at regular intervals (5ms) from the wav file.

2. Find the point of initial glottal closure instant (GCI) in
each voiced segment in the utterance.

3. Use the first GCI as the anchor point to determine the re-
maining glottal closure instants in each voiced segment.

4. For each pitch period, search an LF derivative waveform
codebook for the waveform which minimizes the error
between actual speech frame and the ARX-LF synthe-
sized frame.

5. Obtain the parameter set which produced this waveform
(this is stored in the LF derivative waveform codebook,
along with each waveform).

6. Given the LF parameter for each frame, determine the
filter coefficients.

2.2. STASC

Speaker Transformation Algorithm using Segmental Codebooks
(STASC) converts the voice of a source speaker to that of a target
speaker maintaining high speech quality [2]. Figures 4 and 5
schematically depict training and conversion stages of STASC
which are briefly described below.

2.2.1. Training

First, alignment between the same sentences from source and
target speaker is automatically performed by aligning Sentence

HMMs for the (source, target) utterance pairs [2]. An advan-
tage of this model is that it doesn’t require any knowledge of
the text or the language spoken. In every frame of source and
target speech, acoustic feature vectors are extracted, including
MFCCs, logarithm of energy and voicing probability - as well
as their delta coefficients (18 features in total). For each source
speaker utterance, the segmental k-means algorithm initializes
an HMM whereas Baum-Welch algorithm is employed for train-
ing. Both source and target speaker utterances are force-aligned
with this HMM using the Viterbi algorithm. A new state is
added to the HMM topology every 40 ms of source speaker
utterance. The mapping between the acoustic parameters of
source and target speakers can subsequently be obtained based
on this aligned data. For each HMM state, line spectral frequen-
cies (LSF), fundamental frequencies (F0), durations, energy and
excitation parameters are computed. Their mean values over the
corresponding source and target HMM states are stored in the
source and target codebooks, respectively.

Figure 4: Training stage flowchart of STASC.

2.2.2. Conversion

Vocal tract and excitation characteristics are independently mod-
ified. Line spectral frequencies (LSF) are selected to represent
vocal tract characteristics of each speaker since they are closely
related to formant frequencies and, moreover, they can be reli-
ably estimated. After pitchsynchronous linear prediction (LP)
analysis of source speaker utterance, LP parameters are con-
verted to LSFs.

Figure 5: Conversion stage flowchart of STASC (after [2]).

The (weighted) distance dm between the LSF vector u of
the input source frame and themth source codebook LSF vector
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is given by the following equations:

dm =

pX
n=1

kn|un − Cs
mn| for m = 1, · · · ,M (2)

kn =
1

argmin(|un − un−1|,|un − un+1|) , n = 1, · · · , P (3)

where m is the codebook entry index, M is the codebook
size, n is the index of LSF vector entries, P is the dimension of
LSF vectors (order of LP analysis), un the nth entry of the LSF
vector for the input source frame, Cs

mn is the nth entry of the
mth source codebook LSF vector, and kn are the LSF weights.

STASC further estimates the vocal tract characteristics of
the target speaker, i.e. the nth entry of the estimated target LSF
vector ȳn:

ȳn =

MX
m=1

υmCt
mn for n = 1, · · · , P (4)

where Ct
mn is the nth entry of the mth target codebook

LSF vector, υm are the normalized codebook weights, and āW
is used to show that W is obtained through weighted average of
codebook entries. The target LSF vector ȳn is converted into tar-
get LP coefficients in order to obtain target vocal tract spectrum
Ĥt(φ) (where φ is the angular frequency in radians. The fre-
quency response HV T (φ) of the time-varying vocal tract filter
for the current frame is then given by:

HV T (φ) =
Ĥt(φ)

Hs(φ)
or HV T (φ) =

Ĥt(φ)

H̄s(φ)
(5)

where the source vocal tract spectrum can be estimated us-
ing either the original or “estimated” LP coefficients (see [2] for
details).

The frequency-domain pitch synchronous overlap-add algo-
rithm (FD-PSOLA) is finally used for adapting the pitch of the
source to the pitch range of the target.

3. FACIAL EXPRESSION ANALYSIS, MAPPING AND
SYNTHESIS FOR FACE ANIMATION

Starting from video samples (face and shoulders) of the source
speaker, and a photograph of the target speaker, we want to pro-
duce video samples of the target speaker acting and speaking as
the source speaker.

Solving such a problem implies the following steps: (1) an-
alyze the facial movements of the source speaker, using some
parametric 3D facial model; (2) estimate the parameters of the
same 3D model for the target speaker (3) normalize the facial
movements of the source speaker relatively to some biometrical
features of his face (4) animate the target 3D model by apply-
ing the same relative face movements as those measured on the
source speaker.

While we had only considered steps 1, 3, and 4 in our pre-
vious work [1], by using an avatar that was already available
(without having to build an avatar corresponding to an identified
target speaker), this year’s project browsed all 4 steps.

3.1. Face modelling

The parametric 3D facial model used in our project is the one
defined in the MPEG-4 standard [5]. It is composed of Fa-
cial Definition Parameters (FDPs), which define the 3D position
of a number of reference points on the face, Facial Animation

Parameters (FAPs), which define frame-byframe define move-
ments of those reference points 3.

3.2. Facial movement mapping

Face movement mapping is made easy by the fact that FAPs are
actually not sent as absolute movements, but rather as move-
ments normalized by the so-called Facial Animation Parame-
ter Units (FAPUs), which can be obtained from the FDPs (they
are basically some important biometric features, such as inter-
ocular distance, mouth width, etc.). Applying measured face
movements from source face to target face is thus as simple as
imposing source FAPs on the 3D model of the target, and using
the target FAPUs to interpret the source FAPs.

3.3. Face analysis

In [1], the analysis part mainly consisted in three tasks: de-
tecting and tracking the face region, extracting facial features
such as lips, nose, eyes and brows, and tracking these features
throughout the source video.

The first part of analysis was done by computing an ellipse
outlining the face. The ellipse parameters were estimated from
an optical flow [6]. The centre of the ellipse, approximating the
centre of the head, was used to track global head movements by
assuming that the head centre moves around a sphere situated
on the top of spinal cord. By projecting the displacement of the
head onto this sphere, the angles of head rotation (pitch, yaw
and roll angles) were approximately estimated.

The next task was to define and track the useful feature
points for face components, which are lips, eyes, and eyebrows
in this scenario. For this purpose, Active Appearance Model
(AAM) approach [7] was used as a means of modeling and
tracking the face components. Since AAMs require model train-
ing phase before they are used to process entire sequence of
frames of a given video, a set of frames which cover a wide
range of different facial expressions was selected and used to
train the AAM. This training step requires manual labeling of
feature points located around the desired face components over
all frames in the training set. After the model was created by us-
ing the set of manually labeled points, feature tracking for face
components could be performed easily. From the position of this
feature points and global head movements, facial animations pa-
rameters were computed.

In this year’s project, we focused on improving the global
head movement tracking. In [1], global head movements and fa-
cial feature tracking were independent tasks. A way to improve
the approximation of head rotation angles is to exploit features
tracked from the AAM, especially rigid features such as eyes
corners or point located at the beginning of the nose, between
nostrils.

As we don’t know the depth of these points it is not pos-
sible to directly compute rotation angles. In [8], the 2D image
coordinates of feature points are mapped to 3D by assuming the
projection is approximately scaled orthographic. Another solu-
tion is to compute an orthogonal projection of the centre of the
head on the plane defined by the three points and compute rela-
tions between them. When the face is in a frontal position, the
centre and its projection are one and the same in 2D.

Consequently, to compute relations between the eyes cor-
ners, the bottom of the nose and the head centre, we used a
frontal head pose picture of the source. As the 3D rotation

3Notice that how the movement of each reference point influences
the final face rendering is not defined by MPEG4. Each face rendering
software does it its own way.
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change angles and distances in 2D, we used ratios between fea-
tures points to find points necessary to localize the centre.

Let RE be the corner of the right eye, LE the corner of the
left eye, N the bottom of the nose and C the center of the head
(Fig. 6). Let RELE be the straight line defined by RE and LE,
NRE the straight line defined by RE and N, REC the straight line
defined by RE and C, and LEC the straight line defined by LE
and C. Let Irec−nre be the intersection between REC and NRE,
and Ilec−nre be the intersection between LEC and NRE. The
following ratios are then computed:

R1 =
d(Irec−nre, re)

d(re, n)
, R2 =

d(Ilec−nre, le)

d(le, n)
(6)

where d is the Euclidian distance. For each frame, R1 and
R2 are used to find the position of each intersection points on the
corresponding segments and from the location of these points,
the 2D coordinates of the head centre projection are computed.

Figure 6: Relations between the three feature points and the
center of the head.

To compute the depth of the centre and the rotation angles,
we used the same method as in [1].

4. EXPERIMENTS AND RESULTS

In order to design the application depicted in Figure 1, we needed
to choose a source and target speaker, make sure we could have
access to a large amount of speech from the target (for the speech
synthesis module), of a reasonable amount of aligned speech
data for source and target (for the voice mapping module), and
of some test speech and video data from the source (in order
to test the complete system). The eNTERFACE06 ARCTIC
database meets these requirements for the source speaker. It is
composed of 199 sentences, spoken by one male speaker, and
uniformly sampled from the CMU ARCTIC database [2]. For
each sentence, an .txt, a .avi, and a .wav file are available. The
.avi file contains images with 320x240 pixels (Fig. 3), 30 frames
per second, of the speaker pronouncing the sentence (Fs=44100
Hz). The .wav file contains the same sound recording as in the
.avi file, but resampled to 16 kHz.

In the next paragraphs we expose the results we have ob-
tained with the ARX-LF model and the STASC algorithm; we
also report on an improvement we have made to the face analy-
sis module of [1], and we show results related to modeling the
target face, and to animating it.

4.1. ARX-LF

Copy synthesis experiments were carried out using the ARX-LF
framework (Fig. 7). Here we discuss an informal evaluation of
the stimuli.

4.1.1. Copy-synthesis with fixed excitation

In this very simple copy synthesis experiment, a random LF pa-
rameter set was chosen from the codebook and the same pa-
rameter set was copied to produce all the voiced frames of an
input utterance. The purpose of this experiment was twofold:
to assess the quality of analysis-resynthesis when the source pa-
rameters are modified independently from the filter coefficients
and to make an informal evaluation of how much difference in
voice quality is perceived when different LF parameter sets are
copied throughout an utterance.

The quality of the resynthesis with fixed excitation was ac-
ceptable and did not result in many artifacts. There were also
perceived differences in voice quality between some parame-
ter sets of the codebook, particularly regarding the breathiness
and brightness of the voice. However, there were also many
codebook entries which produced no perceptual difference when
copied throughout an utterance. This led us to become more
skeptical about the potential contribution of LF parameters to
speaker identity.

4.1.2. Transplantation of target speaker features to source
speaker

Since the results of last year’s project indicated the existence of
a lot of speaker specific information in the residual, our goal
was to code some of that information with the LF parameters
using the proposed framework. Therefore a natural experiment
to conduct was to align the source and target frames in a parallel
utterance and copy the relevant parameters of the target onto the
source.

We have compared versions of utterances where only the
filter coefficients were copied over, versus ones where both fil-
ter coefficients and LF parameters were copied over. We found
that for our speaker conversion task, the speaker identity was
still mostly coded in the filter coefficients and copying the LF
parameters made no perceptual difference in terms of speaker
identity. In fact, changing only the LF parameters of the source
frames to match those of the target resulted in a stimulus which
sounded very much like the source. This again clearly questions
the correlation between of LF parameters and speaker identity.

In addition, we have tried copy-synthesis experiments on an
emotion conversion task using an expressive speech corpus from
a female speaker. For neutral to angry copysynthesis on stimuli,
we also found that most of the harshness of anger was coded in
the filter parameters rather than the source. On the other hand,
going from neutral to sad speech, there was a positive contribu-
tion of the LF parameters to perception of sadness.

There are possible reasons why the ARX-LF framework
may not have helped as well as we initially hope. We list them
here, for future work:

• Glottal waveforms do not contain as much voice quality
information as expected.

• It is possible that the current parametric framework is
not adapted to model important voice quality informa-
tion such as spectral tilt. (A suggestion here is to apply
pre-emphasis to the speech signal during analysis so as
to flatten the vocal tract spectrum and force the modeling
of spectral tilt in the LF parameters.)
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(a) (b)

(c) (d)

Figure 7: An example of ARX-LF analysis-synthesis: (a) orig-
inal speech frame; (b) Estimated Glottal derivative waveform;
(c) Frequency response of the estimated vocal tract filter; (d)
resulting synthetic speech frame.

• Adding a component modeling residual noise may help.
Probably this component is not even really noise-like.

• A better automatic GCI detection algorithm is crucial for
this implementation but for the experiments performed
here, the GCIs were manually corrected for best analy-
sis/resynthesis results.

• The codebook of LF parameters may be expanded to con-
tain more extreme parameter values and with higher res-
olution.

4.2. STASC

We reimplemented the STASC voice conversion system descri-
bed previously. Although the implemented system is very simi-
lar to the one described in [2], some differences exist. We had at
our disposal a sentence HMM alignment that has been produced
as described in [2]4. Instead of using the average of HMM state
features as elements of the mapping codebook, we converted the
alignment into a frame-to-frame alignment, leading to a frame-
based mapping codebook of LSF parameters, F0 and energy. We
then cleaned this codebook by using the spectral distance con-
fidence measure, the F0 distance confidence measure and the
energy distance confidence measure described in [2]. The orig-
inal codebook counts 81870 pairs of frames while the cleaned
codebook contains 69076 pairs. The frame length is 30 ms, with
a shift of 10 ms. The second difference occurs in the conversion
step, where we do not compute AR coefficients on pitch syn-
chronous frames, but also on 30 ms length frames, shifted every
10 ms. Two types of tests have been made, referenced below as
method a and method b.

Method a is depicted in Fig. 8. LSF coefficients are com-
puted for each frame of the source utterance. The N nearest
codebook entries are selected, and a weighted sum of corre-
sponding target LSF coefficients is computed. LSF coefficients
of the source and of the target allow, after conversion into AR
coefficients, to build the corrective filter as the division of the
vocal tract frequency response of the target by that of the source.
Each source frame is then filtered by the corrective filter. Speech
is resynthesized by overlap-adding the resulting voice-converted
frames.

4They have been added to the in the eNTERFACE06 ARCTIC
archive.

Figure 8: Conversion method a.

In order to better check the efficiency of the vocal tract con-
version, another synthesis method has been implemented. This
method cannot be seen as a genuine conversion system, as it
uses the target utterances, but its results give an idea on how
well the vocal tract (alone) is transformed from one speaker to
another. It uses the target LP residual, and filters it with LSF
codebook outputs converted into AR coefficients. The system is
represented in Fig. 9.

Figure 9: Conversion method b.

In theory, if the codebook-based mapping of the valv tract
from source to target was perfect, the approximated target speech
should be identical to the target speech.

Notice that, as we use the source frames to find the approx-
imated LSF coefficients of target frames and then use the target
wavefile for synthesis, source frames and target frames need to
be aligned. This alignment is done by dynamic time warping,
using the implementation provided by Dan Ellis 5.

Method a, the real conversion test, leads to a very good qual-
ity, but the identity change is incomplete: it moves from source
to something between source and target voices, but still closer to
the source. A pitch modification of 10 percent on the converted
speech improves a bit the similarity with the target speaker. This
pitch modification was done using Praat6 software.

Method b lead to a much better similarity with target speaker
(but again, we are using the target excitation, so tests a and
b cannot be compared) although the quality of the converted
speech is degraded. Actually, the quality and similarity of the
converted voice is somehow similar to the ones obtained from
eNTERFACE06 project 4 [1], but the algorithm used this year is
very much simpler.

4.3. Face modeling

One of the tools we used for face modelling was the PhotoFit
software. This software produces a 3D head model of a person
from the person’s photograph, as shown in figures 10 and 11.
It also needs an FDP file that corresponds to this photograph.
FDP file can be created using the visage|annotator software. It
displays input 2D picture and automatically detects and marks
the feature points in the face. After that some points can be
manually corrected. Positions of these points correspond to the
positions of the MPEG-4 facial Feature Points (FPs) [9].

5http://labrosa.ee.columbia.edu/matlab/dtw/
6http://www.fon.hum.uva.nl/praat/
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Figure 10: Input photograph of the source speaker and gener-
ated 3D head model by PhotoFit.

PhotoFit basically takes a generic 3D head model and de-
forms it in such a way that labelled feature points fit to their
positions taken from the FDP file. Other points of the model are
also moved so that they form a smooth surface of the face with
labelled feature points.

Generation of the facial skin textures from uncalibrated in-
put photographs as well as the creation of individual textures
for facial components such as eyes or teeth is addressed in [10].
Apart from an initial feature point selection for the skin textur-
ing, these methods work fully automatically without any user
interaction. The resulting textures show a high quality and are
suitable for both photo-realistic and real-time facial animation.

Figure 11: Input photograph of the target speaker and generated
3D head model by PhotoFit.

The 3D input mesh is parameterized over the 2D domain
(0,1) x (0,1) (part of R2 ) in order to obtain a single texture
map for the whole mesh. In [10], the face mesh is topologically
equivalent to a part of a plane, since it has a boundary around
the neck and does not contain any handles. The face mesh can
be “flatten” to a part of a plane that is bounded by its boundary
curve around the neck. PhotoFit uses described methods to cre-
ate facial skin textures, but it parameterizes a mesh with a cube
instead of a disk.

It is important to mention that the 2D input picture should
be a frontal photograph of the person, and should contain the
person’s face and shoulders. Also, the face should be in the
neutral position according to the MPEG-4 FBA specification.
If the person on the picture has an expression it will keep that
expression through the whole animation, i.e. if the person is
smiling generated model will always be smiling.

4.4. Face analysis

In [1], each frame in the training set had been manually labeled
with 72 landmarks by using the AAM-API software [8] (freely
available for non-commercial use such as research and educa-
tion). In order to obtain an accurate mapping from the 2D pixel
positions to the MPEG-4 parameters, the annotation of the im-
ages in the training set should closely match the MPEG-4 FDPs.

The global head movements and the feature points tracking
were done on 10 videos. To compute the head ellipse, OpenCv
Lib (available on the Intel website) has been used. The calcu-
lated values for animation has been smooth, since the measure-
ments in the tracking process are noisy and small scale differ-

ences in the parameters for the simulation process may have
large effects in the resulting animation. A Kalman Filter was
used for this purpose with a state model consisting of positions
and velocities of all the key feature points on the face. Fig. 12
shows the results of the global head movements tracking. On
the whole, we have noticed an improvement in the head center
tracking. The new method is also more robust and has allowed
to eradicate big errors due to the use of the optical flow (Fig.
13).

4.5. Face synthesis

We created 10 animations using XFace interface which is an
MPEG-4 based open source toolkit for 3D facial animation, de-
veloped by Balci [11]. This is a straightforward process: once
the FAP values have been computed, the XFace editor (or any
other suitable player) can directly synthesize them (given that
the parameters file format is correct). Fig. 14 shows the results
of the generation of an animation with Xface. The animation is
not only depending of the computation of the FAPS, and conse-
quently of the quality of the tracking, but also of the 3D model.

Figure 12: Results of the global head movements tracking .The
ellipse and the green point are the results of last year, red points
is the new tracking method.

Figure 13: Errors occurring with the ellipse computed from the
optical flow.
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Figure 15: (Top) Frames extracted from a video of the source speaker; (Center) Frames obtained by animating a 3D model of the
source; (Bottom) Frames obtained by animating a 3D model of the target.

Figure 14: Animation created with XFace.

4.6. Face synthesis

PhotoFit uses commercial software visage|SDK [7] for anima-
tion and rendering of the generated model. visage|SDK is a
Software Development Kit for MPEG-4 character animation. It
includes the following main capabilities:

• Animating virtual characters using MPEG-4 Face and
Body Animation Parameters (FAPs and BAPs).

• Real-time or off-line character animation driven by SAPI-
5 speech synthesis, with on-the-fly rendering of the vir-
tual character and MPEG-4 FBA bitstream output.

• Real-time or off-line lip sync from audio file or micro-
phone, with on-the-fly rendering and MPEG- 4 FBA out-
put.

• Interfaces for plugging-in own interactive or offline ani-
mation sources and controls.

• Coding, decoding, merging and other operations on MPEG-
4 FBA (Face and Body Animation) bitstreams.

The analysis tool built during eNTERFACE’06 produces
ASCII FAP files, and visage|SDK reads binary FBA files. To
connect these two tools we had to write code that reads FAP
files and calls visage|SDK functions for applying read values of
FAPs to the generated model. Animated models of source and
target speaker models are shown in figure 15.

5. CONCLUSIONS

In this paper we describe a multimodal speaker conversion sys-
tem, based on the simultaneous use of facial animation detec-
tion, 3D talking face synthesis, and voice conversion. We first
try to take advantage of a recently developed source-filter esti-
mation algorithm, namely the ARX-LF model, to perform par-
allel conversion of voice source parameters and of vocal tract
parameters. Copy synthesis using ARX-LF gives acceptable
results (although the resulting quality is very sensitive to GCI
detection stability), but transplanting target parameters into a
source utterance leads to very irregular speech quality.

We then test L. Arslan’s STASC algorithm, in a simplified
implementation. The results are much more stable, although the
ID conversion is still incomplete.

Face conversion is based, as initiated in [1], on the MPEG4
FPSs, FAPS, and FAPUs. After modeling the source and the
target speaker faces with the PhotoFit software, we drive the
speaker 3D face model using the FAPs of the source. We have
also improved the face tracking algorithm, by computing the
global head position from the positions of the eyes and nose
rather than by simplifying the face shape into an ellipsis.

The results we have obtained so far are more complete then
those obtained in [1], although there is still much room for im-
provement.

The face tracking algorithm still provides only an approx-
imation of the source speaker movements. The face rendering
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systems we have tested do not prevent the synthetic face from
performing impossible facial movements. Last but not least, the
voice conversion algorithms still provides better ID conversion
if we keep the target LP residual untouched, which seems to
shows that the LP residual still contains some of the speaker
identity (although the opinion of all team members did not con-
verge on this last conclusion).
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Kristina Stanković just finished her un-
dergraduate studies at Faculty of Electri-
cal Engineering and Computing, the Uni-
versity of Zagreb, Croatia, and she will
also start her PhD studies there. She is a
member of Human-Oriented Technologies
Laboratory (HOTlab). Her main interest
is in the field of face and body animation,
and its application with Internet and mo-
bile technologies.

Email: kristina.stankovic@fer.hr
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ABSTRACT
This project is on multicamera audio-driven human body mo-
tion analysis towards automatic and realistic audio-driven avatar
synthesis. We address this problem in the context of a dance
performance, where the gestures or the movements of a human
actor are mainly driven by a musical piece. We analyze the re-
lations between the audio (music) and the body movements on
a training video sequence acquired during the performance of a
dancer. The joint analysis provides us with a correlation model
that is used to animate a dancing avatar when driven with any
musical piece of the same genre.

KEYWORDS
Body motion analysis – Dance figures – Audio-driven synthesis

1. INTRODUCTION

There exists little research work reported on the problem of
audio-driven human body motion analysis and synthesis. The
most relevant literature is on speech-driven lip animation [1].
Since lip movement is physiologically tightly coupled with acous-
tic speech, it is relatively an easy task to find a mapping be-
tween the phonemes of speech and the visemes of lip move-
ment. Many schemes exist to find such audio-to-visual map-
pings among which the HMM (Hidden Markov Model)-based
techniques are the most common as they yield smooth anima-
tions exploiting temporal dynamics of speech. Some of these
works also incorporates synthesis of facial expressions along
with the lip movements to make animated faces look more nat-
ural [2, 3, 4].

Humans body motion can have many purposes: To go from
one place to another, humans walk, or run. Walking is perhaps
the most thoroughly studied form of body motions. Upper body
motions, such as hand gestures can also have many aims: com-
municative, deictic or conversational. Sign language relies on
hand gestures as well as upper body motions and facial expres-
sions to convey a whole language [5]. On the other hand, some
body motions express emotions. Dancing is a special type of
body motion that has some predefined structure; as well as emo-
tional aspects. Analysis of gestures in dance with the purpose
of uncovering the conveyed emotions has been undertaken in
recent researches [6, 7].

There are several challenges involved in audio-driven hu-
man body motion analysis and synthesis: First, there does not
exist a well-established set of elementary audio and motion pat-
terns, unlike phonemes and visemes in speech articulation. Sec-
ond, body motion patterns are person dependent and open to

interpretation, and may exhibit variations in time even for the
same person. Third, audio and body motion are not physio-
logically coupled and the synchronicity in between may exhibit
variations. Moreover, motion patterns may span time intervals
of different length with respect to its audio counterparts. The
recent works [8, 9] address the challenges similar to those men-
tioned above in the context of facial expression analysis and
prosody-driven facial expression synthesis, using a multi-stream
parallel HMM structure to find the jointly recurring gesture-
prosody patterns and the corresponding audio-to-visual map-
ping.

In this work, our aim is to learn the predefined structure of
a given dance. We analyze the relations between the music and
the body movements on a training video sequence acquired dur-
ing the performance of a dancer. We track the movements of the
dancer using marker-based and markerless methods. We train an
HMM with the basic pieces from the given genre. Then, given
a music piece, we classify its genre and use the corresponding
HMM for synthesis. We use a body animation software devel-
oped in this project to animate an avatar with the motion param-
eters produced by the HMM. We analyze the audio to extract
parameters about the speed of the music and adapt the anima-
tion accordingly.

2. SYSTEM OVERVIEW

Our audio-driven body animation system is composed of multi-
modal analysis and synthesis blocks. In the analysis, we observe
the recurring body motion patterns in the video and segment the
video into partitions of meaningful dance figures. Then, we try
to learn the recurring body motion patterns by training HMMs
over these segments. In the mean time, we try to learn the audio
by looking at its beat frequency within each time window we
have for the video. We expect to have similar beat frequency
values in the time windows that correspond to the same dance
figure. However, beat frequency may vary throughout a single
musical piece, or among different musical pieces. This variation
is smaller in the former case whereas it is expected to be larger
in the latter case. Therefore, the variation in beat frequency is
used to determine the duration of dance figures as well as to
specify the genre of the given musical piece.

In the synthesis, given a musical piece of one of the types
we learn in the analysis part, we first classify the audio into the
correct audio class. Then extracting the beat information of the
given audio signal, we decide on which dance figure is going to
be generated and how much time that the expected dance figure
is going to occupy. After we obtain the outline of the dance
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Figure 1: Block diagram of the analysis-synthesis system.

figure synthesis task, we start generating the dance figures using
the corresponding HMMs for this specific set of dance figures.
Fig. 1 shows the overall analysis-synthesis system.

3. VIDEO FEATURES EXTRACTION

Body motion capture and feature extraction involves automated
capture of body motion from multiview video recorded by a
multicamera system. We will employ two different methods for
body motion tracking in parallel. One method will be based on
3D tracking of the markers attached to the person’s body in the
scene. The other method will be based on 3D reconstruction
of background segmented images of the scene. We will make
use of the multistereo correspondence information from multi-
ple cameras to obtain 3D motion information in both methods.
This task will provide us with a set of features of joint angles
over time that expresses the alignment of the body parts of the
dancer in the scene.

3.1. Marker-based Motion Capture

The motion capture process involves tracking a number of mark-
ers attached to the dancer’s body as observed from multiple cam-
eras and extraction of the corresponding motion features. Fig. 2
demonstrates our setting for this scenario. Markers in each video
frame are tracked making use of their chrominance information.
The 3D position of each marker at each frame is then determined
via triangulation based on the observed projections of the mark-
ers on each camera’s image plane.

3.1.1. Initialization

Markers on the subject are manually labeled in the first frame
for all camera views. We change the color space from RGB to
YCrCb which gives flexibility over intensity variations in the
frames of a video as well as among the videos captured by cam-
eras at different views. We assume that the distributions of Cr
and Cb channel intensity values belonging to marker regions are
Gaussian. Thus, we calculate the mean, µ, and the covariance,
Σ, over each marker region (a pixel neighborhood around the la-
beled point), where µ = [µCr, µCb]T and Σ = (c−µ)(c−µ)T ,
c being [cCr, cCb]T .

Let M be the number of markers on the subject and W
be the set of search windows, where W = [w1,w2, . . . ,wM ]
such that each window wm is centered around the location,
[xm, ym]T , of the corresponding marker. The set W is used
to track markers over frames. Thus the center of each search
window, wm, is initialized as the point manually labeled in the
first frame and specifies the current position of the marker.

3.1.2. Tracking

To track the marker positions through the incoming frames, we
use the Mahalanobis distance from c to (µ,Σ) where c is a vec-
tor containing Cr and Cb channel intensity values [cCr, cCb]T

of a point xn ∈ wm. Let X = [x1,x2, . . . ,xN ] be the set of
candidate pixels for which the chrominance distance is less than
a certain threshold. If the number of these candidate pixels, N ,
is larger than a predefined value, then we label that marker as
visible in the current camera view and update its position as the
mean of the points in X for the current camera view. The same
process is repeated for all marker points in all camera views.
Hence, we have the visibility information of each marker from
each camera, and for those that are visible, we have the list of
2D positions of the markers on that specific camera image plane.

Once we scan the current scene from all cameras and obtain
the visibility information for all markers, we start calculating
the 3D positions of the markers by back-projecting the set of
2D points which are visible in respective cameras, using trian-
gulation method. Theoretically, it is sufficient to see a marker at
least from two cameras to be able to compute its position in 3D
world. If a marker is not visible at least from two cameras, then
its current 3D position is estimated from the information in the
previous frame.

The 3D positions of markers are tracked over frames by
Kalman filtering where the filter states correspond to 3D posi-
tion and velocity of each marker. The list of 3D points obtained
by back-projection of visible 2D points in respective camera im-
age planes constitute the observations for this filter. This filter-
ing operation has two purposes:

• to smooth out the measurements for marker locations in
the current frame,

• to estimate the location of each marker in the next frame
and to update the positioning of each search window,
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Figure 2: An example scene.

Figure 3: Block diagram of the proposed tracking system.

wm, on the corresponding image plane accordingly.

Fig. 3 summarizes the overall system. Having updated the
list of 3D marker positions for the current frame and estimated
the location of the search windows for the next frame, we move
on to the next frame and search the marker positions within the
new search windows. This algorithm is repeated for the whole
video.

3D positions of each marker is used to extract the euler an-
gles for each joint by using inverse kinematic chain structure.
The derivation of the euler angles that belong to neck is given
exactly here and the other derivations results are given in Fig. 5
which are calculated in an analogous way with the given neck
angles. In Fig. 4, the derivation of the angles in neck are de-
lineated. The given vector p demonstrates the vector from neck
joint to head centroid in the torso-centered coordinate system,
these are defined as:

~p = R−1
0 × (~pneck − ~pheadCen). (1)

~R0 is the rotation matrix of torso ~v0 is the vector along z axis,
~v1 is the projection on x-z plane and ~v2 is the projection on y-z
plane.

We can write the vectors as:

~v0 =
ˆ

0 0
p
x2 + y2 + z2

˜T
(2)

,
~v1 =

ˆ
x 0

p
y2 + z2

˜T
(3)

Figure 4: The vector that connects neck joint and head centroid.

,
~v2 =

ˆ
0 y z

˜T (4)

and with these given vectors we can calculate the angles for neck
as given below:

Θ1 = − arccos((e3v2)÷ (‖v2‖))sign(y) (5)

Θ2 = arccos((e3v1)÷ (‖v1‖))sign(x) (6)

3.2. Markerless Motion Capture

Retrieving the body configuration in terms of its defining pa-
rameters, i.e. joint angles, from unlabeled video data presents
a number of challenges. The main advantage of this technique
is that no intrusive markers are required. However, the preci-
sion of the output may no be as accurate as the one obtained
from marker based techniques since the input data is corrupted
by noise.

3.2.1. 3D Data generation

For a given frame in the video sequence, a set of N images are
obtained from the N cameras. Each camera is modeled using
a pinhole camera model based on perspective projection with
camera calibration information available. Foreground regions
from input images are obtained using a segmentation algorithm
based on Stauffer-Grimson’s background learning and substrac-
tion technique [10] as shown in Fig. 6b.
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Angle Formula Vector v Vector p =
ˆ
x y z

˜T
Neck: θ1 θ1 = −arccos(e3v)sgn(y) v = 1√

y2+z2

ˆ
0 y z

˜T p = RT
0 (p1 − p10)

Neck: θ2 θ2 = arccos(e3v)sgn(x) v = 1√
x2+y2+z2

ˆ
x 0

p
y2 + z2

˜T p = RT
0 (p1 − p10)

Left shoulder: θ3 θ3 = arccos(e2v)sgn(z) v = 1√
y2+z2

ˆ
0 y z

˜T p = RT
0 (p2 − p11)

Right shoulder: θ4 θ4 = arccos(e2v)sgn(z) v = 1√
y2+z2

ˆ
0 y z

˜T p = RT
0 (p3 − p12)

Left shoulder: θ5 θ5 = −arccos(e2v)sgn(x) v = 1√
x2+y2+z2

ˆ
x
p
y2 + z2 0

˜T p = RT
0 (p2 − p11)

Right shoulder: θ6 θ6 = arccos(e2v)sgn(x) v = 1√
x2+y2+z2

ˆ
x
p
y2 + z2 0

˜T p = RT
0 (p3 − p12)

Left shoulder: θ7
θ7 = −arccos(R3R5e3(v2 × v1))· v1 = RT

0 (p2 − p15)
sgn(v1(v2 × (v2 × v1))) v2 = RT

0 (p6 − p15)

Right shoulder: θ8
θ8 = −arccos(R4R6e3(v1 × v2))· v1 = RT

0 (p3 − p16)
sgn((v2 × (v1 × v2))v1) v2 = RT

0 (p7 − p16)

Left elbow: θ9 θ9 = π − arccos(v1v2)
v1 = RT

0 (p2 − p15)
v2 = RT

0 (p6 − p15)

Right elbow: θ10 θ10 = −π + arccos(v1v2)
v1 = RT

0 (p3 − p16)
v2 = RT

0 (p7 − p16)

Left hip: θ11 θ11 = arccos(−e3v)sgn(y) v = 1√
y2+z2

ˆ
0 y z

˜T p = RT
0 (p4 − p13)

Right hip: θ12 θ12 = arccos(−e3v)sgn(y) v = 1√
y2+z2

ˆ
0 y z

˜T p = RT
0 (p5 − p14)

Left hip: θ13 θ13 = −arccos(−e3v)sgn(x) v = 1√
x2+y2+z2

ˆ
x 0

p
y2 + z2

˜T p = RT
0 (p4 − p13)

Right hip: θ14 θ14 = −arccos(−e3v)sgn(x) v = 1√
x2+y2+z2

ˆ
x 0

p
y2 + z2

˜T p = RT
0 (p5 − p14)

Left knee: θ15 θ15 = π − arccos(v1v2)
v1 = RT

0 (p8 − p19)
v2 = RT

0 (p4 − p19)

Right knee: θ16 θ16 = π − arccos(v1v2)
v1 = RT

0 (p9 − p20)
v2 = RT

0 (p5 − p20)

Figure 5: The formulas for calculation of joint euler angles.

Redundancy among cameras is exploited by means of a Sha-
pe-from-Silhouette (SfS) technique [11]. This process generates
a discrete occupancy representation of the 3D space (voxels).
Each voxel is labelled as foreground or background by checking
the spatial consistency of its projection on of the N segmented
silhouettes. The data obtained with this 3D reconstruction is
corrupted by spurious voxels introduced due to wrong segmen-
tation, camera calibration inaccuracies, etc. A connectivity fil-
ter is introduced in order to remove these voxels by checking its
connectivity consistency with its spatial neighbors. An example
of the output of the whole 3D processing module is depicted in
Fig. 6c. For the research presented whithin this paper, it is as-
sumed that only one person is present in the scene. Let us refer
to the obtained voxel data as V .

3.2.2. Human Body Model

In order to analyze the incoming data V , an articulated body
model will be used. This body model allows exploiting the un-
derlying antropomorphic structure of the data; let us refer to this
model as H. Model based analysis of humans as been already
addressed in the literature in [12, 13]. The employed model is
formed by a set of joints and links representing the limbs, head
and torso of the human body and a given number of degrees of
freedom (DoF) are assigned to each articulation (joint). Partic-
ularly, our model has 22 DoF to properly capture the possible
movements of the body: position of the center of the torso (3
DoF), rotation of the torso (3 DoF), rotation of the neck (2 DoF),
rotation of the shoulders (3+3 DoF), rotation of the elbows (1+1
DoF), rotation of the hips (2+2 DoF) and rotation of the ankles
(1+1 DoF). An example of this body model is depicted in Fig. 7.

(a) (b)

(c)

Figure 6: 3D data generation. In (a), one of the original N
images. In (b), the foreground/background binary segmentation
and, in (c), the projection of the voxels defining the input 3D
data.

The equations driving the behavior of the joints rely on kine-
matic chains formulated by means of exponential maps [14, 15].

3.2.3. Human Body Tracking

Particle Filtering (PF) [16] algorithms are sequential Monte Carlo
methods based on point mass (or “particle”) representations of
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probability densities. These techniques are employed to tackle
estimation and tracking problems where the variables involved
do not hold Gaussianity uncertainty models and linear dynam-
ics. In the current scenario, the hidden state to be estimated, that
is the set of 22 DoF of the human body model, falls in the afore-
mentioned conditions hence particle filtering techniques may ef-
ficiently retrieve this state vector.

Two major issues must be addressed when employing PF:
likelihood evaluation and propagation model. The first one, es-
tablishes the observation model, that is how a given configura-
tion of a the body matches the incoming data. The propagation
model is adopted to add a drift to the angles of the particles in
order to progressively sample the state space in the following
iterations [16]. For complex PF problems involving a high di-
mensional state space such as in this articulated human body
tracking task [13], an underlying motion pattern is employed
in order to efficiently sample the state space thus reducing the
number of particles required. This motion pattern is represented
by the kinematical constrains and physical limits of the joints of
the human body.

Likelihood evaluation being a crucial step is described as
follows. For any particle, a volumetric representation of the hu-
man body using hyper-ellipsoids is generated, H̃ (see Fig. 7 for
an example). Within this representation, every limb of the gen-
erated model is denoted as Lk. Likelihood

p(H̃j |V) =

KY
k=0

Lk ∩ V, (7)

where ∩ operator denotes the volumetric intersection between
the limb of the model Lk and the incoming data V . Individual
likelihoods of each limb are assumed to be independent in order
to generate the global human body likelihood function. Current
research involves employing more informative measures includ-
ing color information.

Figure 7: Articulated human body model with 22 DoF and
hyper-ellipsoids to represent the limbs.

4. AUDIO FEATURES EXTRACTION

An appropriate set of features will be extracted from the audio
signal that is synchronized with the body motion parameters.
The mel frequency cepstral coefficients (MFCC) along with ad-
ditional prosodic features can be considered as audio features.
Audio feature extraction will be performed using the well known
HTK Tool.

Figure 8: Markers positions (10 to 15 for lower body, 2 to 7 for
upper body).

5. ANALYSIS

The feature sets resulting from body motion and audio will jointly
be analyzed to model the correlation between audio patterns and
body motion patterns. For this purpose, we plan to use a two-
step HMM-based unsupervised analysis framework as proposed
in [5]. At the first step, the audio and motion features will sep-
arately be analyzed by a parallel HMM structure to learn and
model the elementary patterns for a particular performer. A
multi-stream parallel HMM structure will then be employed to
find the jointly recurring audio-motion patterns and the corre-
sponding audio-to-visual mapping. All the simulations at this
second step will be implemented by using the HTK Toolkit.

The body motion synthesis system will take an audio signal
as an input and produce a sequence of body motion features,
which are correlated with the input audio. The synthesis will be
based on the HMM-based audio-body motion correlation model
derived from the multimodal analysis. The synthesized body
motion will then be animated on an avatar.

5.1. Video Analysis

Human body motion analysis will be tackled through HMMs.
Dance motion can be addressed by analyzing patterns that are re-
peated sequentially by the dancer and a set of HMMs is trained
separately for each dance figure. Data employed to train the
HMMs are the normalized 3D positions of some landmarks de-
fined on the body (typically the body joints) and tracked along
time by means of the two vision based analysis systems. For
each figure, two sub-HMMs are defined to better capture the dy-
namics behavior of the upper and lower part of the body. The
HMM modelling the upper part of the body addresses the arms
movement (described by the (x, y, z) positions of the six land-
marks placed in shoulders, elbows and wrists) while the other
HMMs accounts for the legs (described by the (x, y, z) position
for the six landmarks placed in hips, knees and ankles) (Fig 8).

To start evaluating the performance of the system presented
in this report, a simple HMM is adopted. Typically, dance fig-
ures always contain a very concrete sequence of movements
hence a left-right HMM structure is employed (Fig 9). Each
of the parameters is represented by a single Gaussian function
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Figure 9: Simple left-right HMM structure.

and one full covariance matrix is computed for each state. This
rather simple scheme leads to satisfactory results hence no fur-
ther complexity is added to the simple. All computation as been
done by means of the ”Hidden Markov Model Toolkit” (HTK)
package developed at the Cambridge University. This packages
allowed us to efficiently model the HMM structures employed
within this project.

5.2. Audio Analysis

Figure 10: From top to bottom: time waveform, spectrogram
and spectral energy flux of four seconds of Salsa music audio
file.

Both for Salsa and Belly dance music audio files we mea-
sure tempo in terms of beats per minute (BPM) using the esti-
mation algorithm suggested in [17]. Tempo estimation can be
broken down into three sections: onset detection, periodicity es-
timation and beat location estimation. Onset detection aims to
point out where musical notes begin and tempo is established by
periodicity of the detected onsets. It is straight forward to detect
beat locations after periodicity estimation.

First, we detect onsets based on the spectral energy flux of
the input audio signal that signify the most salient features of the
audio file as shown Fig. 10. Onset detection is important, since
beat tends to occur at onsets. Algorithm works best for four
second analysis window with 50% overlap. The below figure
belongs to the first four seconds analysis window of the Salsa
music audio file.

Next, we estimate the periodicity of the detected onsets us-
ing the autocorrelation method. The distance between the largest
peak in the interval from 300 ms to 1 s of the autocorrelated sig-
nal and its origin gives the periodicity value. Once the period-
icity is determined we can calculate tempo in terms of number
of beats per minute, which lies between the values 60 and 200
BPM. For Salsa music audio file we estimate tempo as 185 BPM
and for the Belly dance it is 134 BPM.

Furthermore, we estimate beat locations regarding the peri-
odicity value in the previous step. We generate an artificial pulse
train with the estimated periodicity and cross - correlate with the
onset sequence where maximum value of the cross - correlation
gives the starting beat location. Successive beats are expected in
every beat period T.

Analyzing the results from labeling of the dance figures
in the video frames, we conclude that each Salsa figure corre-
sponds to 8 beats in the Salsa music audio file and each Belly
dance figure corresponds to 3 beats in the Belly dance music.
We also use this information during the synthesis time to deter-
mine the beginning and ending frames of a dance figure.

6. SYNTHESIS

Given a audio track, the generated classifier is used to classify
the tracks as belly or salsa. The classified track beats is extracted
by the method explained in section 4 and the beat periods of each
track are used to generate figures that are learnt by HMMs in the
motion analysis part. The appropriate HMM that would gener-
ate figures with the given audio track is used by the synthesizer.
We have one HMM model for salsa which generates the basic
figure with the given salsa track. Belly dance sequence is more
complicated than the salsa dance sequence. It yields three inde-
pendent figures with just one beat period. An HMM is trained
for this scenario. We will generate a coupled HMM with indi-
vidual HMM models in each state that correspond to different
figures that are recognized during training. The state transitions
are determined according to the dancer sequence and the transi-
tion probabilities are calculated from the co-occurrence matrices
of audio beat numbers and video labels.

6.1. Audio Classification

This part is a simple music genre classification problem. We
have two types of music audio files where one is Salsa and
the other is Belly dance. We use supervised HMMs and the
well - known Mel Frequency Cepstral Frequency coefficients
(MFCCs) to discriminate the 16 kHz, 16 bit mono PCM wave-
files. The music audio signals are analyzed over 25 ms Ham-
ming window for each 10 ms frame. Finally, 13 MFCC coef-
ficients together with the accelaration and the delta parameters,
adding up to 39 features, form the audio feature vectors. Use of
MFCCs as the only audio feature set is sufficient for the clas-
sification problem, since we have only two kinds of audio files.
For the extraction of parameters and classification steps, we use
HTK toolkit.

Using the HMMs generated in the analysis step we first clas-
sify the input music audio files as Salsa or Belly dance as de-
picted in Fig. 11, below. Then, we estimate the beat signal for
the detected music audio file following the steps onset detection,
periodicity estimation and beat location. Next, we identify the
beat segmentation times in the music audio and determine the
duration (in terms of frame numbers) of figures to be performed
during the animation. Precalculated beats per frame information
that we got in the analysis section is used for this purpose. For
example, for Salsa, each figure corresponds to a time segment
of eight beats, so by multiplying the start and end time of the
each segment with the number of frames per second (30 in our
case), we simply get the beginning and ending frame numbers
for Salsa dance figures.

6.2. Body Motion Parameters Generation

Once we have the list of durations and types of consecutive
dance figures in a file, we can use that file to generate the ap-
propriate values for the animation parameters according to the
mean and standard deviation values of the corresponding HMM
states. This file basically determines how much time each dance
figure takes in the sequence. This helps us to allocate exactly
the necessary amount of time to perform each dance figure.
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Figure 11: Audio processing steps in the synthesis part.

7. VISUALIZATION

For avatar model, we used a free 3D model named Douglas F.
Woodward shown in Figure 12 with 9599 vertices and 16155
faces. The model comes with segmented hierarchy, which let us
create a kinematic chain of segments in a conventional directed
acyclic graph (DAG) structure.

We decided to implement a generic synthetic body represen-
tation and animation tool instead of relying on a single model.
Our tool, namely Xbody, can open models in 3DS format and
display the DAG and submesh info and enables labeling of the
segments for animation as can be seen in Figure 12. For render-
ing, Xbody relies on OpenGL and existing Xface [18] codebase.
We implemented an additional forward kinematics pipeline for
rendering and animation of DAG.

Figure 12: Xbody DAG view and labelling pane.

As for animation, the generated data from analysis and syn-
thesis part can be fed to Xbody and animated with the same
frame per second of video. The previewing interface of the tool
enables us to inspect each frame by entering the frame number
and using rotation, zooming in/out and panning the model on
the screen. In Figure 13, previewing of frame 180 for markerles
tracking analysis result for ”Zeybek” dance is shown. The tool
can also export the animation as video in avi format.

As its current state, Xbody can be used for better analyzing
the results of motion tracking algorithms and HMM based mo-
tion generation. In the future, we plan to improve on Xbody and
implement full support for MPEG-4 Body Animation by parsing
BAP and BDP formats.

Figure 13: Xbody preview pane.

Figure 14: Evolution of the logarithmic probability per frame
for the 4 HMMs types.

8. EXPERIMENTS AND RESULTS

As we modeled two dance figures (salsa and belly dancing) and
that the whole body movement modeling was splitted into two
HMMs, we had four HMMs to train.

The training of the HMM was performed using the HTK
function HERest. It takes as input the data parameters file in
HTK format, a prototype of the HMM containing its structure,
and the transcription of the data file. In our case, we trained only
one HMM at a time, and the transcription is only a succession
of the same HMM name.

At the end of each training iteration, HERest gives an av-
erage logarithmic probability per frame. The evolution of this
parameter enables us to follow the progression of the learning
process and the accuracy of the trained model.

As we had no prior knowledge of the optimal number of
states, we trained HMMs with an increasing number of states
(from 4 to 30) and compared their average logarithmic probabil-
ity per frame. The evolution of this parameter for the four types
of HMMs we trained is shown in figure 14.

As the arms are hardly moving in the belly dance and as the
salsa motion pattern is much more complicated than the belly
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Figure 15: Comparison of the means of the Gaussian distribu-
tions for 22 states of the belly dance HMM (in red) to the evo-
lution of the 3 corresponding parameters during 4 dance figures
(in blue) (x,y and z values of the left hip) during one salsa figure.

Figure 16: Comparison of the HMM Gaussian means and the
corresponding parameter (left knee) in 4 occurrence of the belly
figure where the inter occurrence variability is very high

dance one, we can see that the number of states required is
linked to the complexity of the motion to model. For belly danc-
ing, the optimal number is clear (around 20 for the legs and 10
for the arms), but in salsa there is no decrease in the logarithmic
probability parameter before 30 states. For the salsa motion, we
decided to keep around 20 states for both legs and arms as sat-
uration began around that number and that the number of states
(and thus the complexity of the HMM model) has to be kept
reasonable.

In order to verify that the modeling of the data parameters
was correct, we compared, for each parameter, the evolution of
the mean of its Gaussian distribution across the states to the evo-
lution of the same parameter for a few occurrence of the dance
figure in the training dataset. The shape of the evolution can
clearly be recognized (Fig. 15), even if some parameters vary
highly between two occurrences of the same dance figure in the
training set and are thus more difficult to model (Fig. 16).

9. CONCLUSIONS AND FUTURE WORK

In this research work, we first developed an automated human
body motion capture system based solely on image processing
and computer vision tools using standard digital video cameras.
Second we provided a framework for joint analysis of loosely
correlated modalities such as motion and audio and demonstrate
how this framework can be used for audio-driven motion syn-
thesis.

10. SOFTWARE NOTES

As a result of this project, the following resources are available:

• Dance databases

• Color-marker-based motion tracking software
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İstanbul. Her research interests are in
face recognition and gesture recognition.
She is currently involved in FP6 projects
Biosecure and SIMILAR. She would like
to participate in projects in Biometrics and
in Human computer interaction.

Email: akarun@boun.edu.tr

Koray Balcı received his B.S degree
in Electrical and Electronics Engineering
and M.S. degree in Cognitive Sciences
from Middle East Technical University
(METU), Ankara, Turkey, in 2000 and
2003. Since 2005, he is a PhD student at
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technique de Mons (FPMs, Belgium) since
June 2006. She did her master thesis in the
field of sleep signals analysis, at Lehigh
University (USA). She is pursuing a PhD
thesis in the TCTS lab of FPMs since
September 2006, in the field of HMM
based motion synthesis.
Email: joelle.tilmanne@fpms.ac.be
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ABSTRACT

The aim of this project is to monitor a room for the purposes of
analysing the interactions and identities of a small set of individ-
uals. We work with multiple uncalibrated sensors that observe a
single environment and generate multimodal data streams. These
streams are processed with the help of a generic client-server
middleware called SmartFlow. Modules for visual motion de-
tection, visual face tracking, visual face identification, visual op-
portunistic sensing, audio-based localization, and audio-based
identification are implemented and integrated under SmartFlow
to work in coordination across different platforms.

KEYWORDS

Pattern recognition – Image sensors – Image motion analysis –
Audio systems

1. INTRODUCTION

The localization and recognition of spatio-temporal events are
problems of great theoretical and practical interest. Two specific
scenarios are nowadays of special interest: home environment
and smart rooms. In these scenarios, context awareness is based
on technologies like gesture and motion segmentation, unsuper-
vised learning of human actions, determination of the focus of
attention or intelligent allocation of computational resources to
different modalities. All these technologies pose interesting and
difficult research questions, especially when higher levels of se-
mantic processing is taken into account for complex interaction
with the users of the environment (See Fig. 1).

It is possible to envision a useful sensor-based system even
without an elaborate hierarchical reasoning structure in the home
environment, where low-cost sensor equipment connected to a
home computer can be used for activity monitoring and in help-
ing the user in various settings. In smart rooms, more sophis-
ticated equipment is usually used, allowing for more robust ap-
plications. Furthermore, wearable sensors, sensor-instrumented
objects and furniture are also used frequently [4].

This paper inspects some of the problems that arise from the
use of non-calibrated, low-cost sensors for observing the room.
Through the observation and subsequent processing, we try to
determine some basic facts about the persons in the room: iden-
tity, spatial position and interactions between people. Using this
knowledge, the application can also aim at higher level goals,
such as controlling a door.

In the proposed application, a set of cameras and micro-
phones continuously monitor a room. Each person entering the
room is identified (by means of a camera aimed at the entrance

Figure 1: The conceptual design of a human-centered smart en-
vironment (From [31]).

door and also using the microphones inside the room). Then, the
persons are tracked inside the room so that its spatial position
is always known. Interactions between people can be detected
by using their positions, ID, head orientations and information
about if they are speaking or not. Tracking can help determining
if a given person is approaching some specific part of the room
(i.e. the door) so that a convenient action can be taken. Tracking
need not to be continuously and people can be out of sight of
camera’s and/ or microphone. The challenge is to still have a
good knowledge about the whereabouts.

There are many possible applications of such an approach.
Tracking babies, kids, or elderly people for particular events,
intrusion detection, gesture or speech based controlling of envi-
ronmental parameters (e.g. lights, audio volume of the TV set,
etc.) can be implemented. The aim of the project is to imple-
ment the tools as black-box modules that would allow straight-
forward application to flexible scenarios. Some possible tech-
nologies needed to fulfill these goals are motion detection (vi-
sual), person identification (visual, acoustic), tracking (visual,
acoustic), speech detection, head pose estimation (visual, acous-
tic), gesture recognition (visual) and gait analysis.

This paper is organized as follows. In Section 2, we de-
scribe the setup of the room, and the low-cost sensors we have
employed. We also briefly describe the SmartFlow middleware
developed by NIST for cross-platform sensor communication in
Section 2.3. Section 3 describes the separate software modules
we have implemented and interfaced to SmartFlow. A discus-
sion and our conclusions follow in Section 4.
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Figure 2: The design of the room. The ceiling cameras are shown as circles at the corners of the room, and one camera that is roughly
placed at eye-level is facing the door. The microphones are placed on the walls and on the table in the centre of the room.

Figure 3: Sample recordings from the ceiling cameras. The il-
lumination conditions and quality of images are very different,
also because the cameras were of different models.

2. THE BU SMART ROOM

The BU smart room is established for the whole duration of the
Enterface Workshop in Boğaziçi University. Since there is no
sensor calibration, the actual installation was fast. We have used
five cameras and fourteen microphones. The sensor equipment
is low-cost, but five computers are used to drive the sensors in
the absence of dedicated cheaper hardware. The sensors are con-
nected to the computers via USB interface, and the computers
are connected to an Ethernet switch for communication.

The design of our smart room is given in Fig. 1. There are
four ceiling cameras in the corners of the room, and one cam-
era facing the door. The microphones are placed in three groups
of four microphones on three walls, plus a group of two micro-
phones in the middle of the room. The room has windows on
one side, which change the illumination conditions for each of

the cameras. The ceiling illumination is fluorescent, and there
are reflections from the ground tiles. The focus and resolutions
of the cameras are minimally adjusted.

2.1. Visual Sensors

We have used two Philips 900 NC cameras, two Philips 700 NC
cameras, and a Logitech UltraVision camera. The Philips cam-
eras are placed at the ceiling corners, and the Logitech camera
faces the door. All cameras have narrow angles of view, and this
equipment costs less than 400$. Fig. 3 shows images acquired
from these cameras at a given time. As it is evident from these
images, the illumination, saturation and resolution properties are
not consistent across the cameras.

Figure 4: The home-made low-cost microphone array.

2.2. Audio Sensors

For the audio equipment, 14 cheap USB microphones were taken,
and their protective casings were removed. The microphone ar-
rays are constructed by attaching the stripped microphones to
cardboard panels with equal spacing. Fig. 4 shows one such mi-
crophone array. The presence of five computers in the room and
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the large amount of ambient noise makes the audio system very
challenging.

2.3. The SmartFlow Middleware

The SmartFlow system, developed by NIST, is a middleware
that allows the transportation of large amounts of data from sen-
sors to recognition algorithms running on distributed, networked
nodes [20, 23]. The working installations of SmartFlow is re-
portedly able to support hundreds of sensors [28].

The SmartFlow provides the user with a way of packaging
algorithms into processing blocks, where the data are pictured
as a distributed flow among these blocks. Sensor data are cap-
tured by clients, cast into a standard format, and a flow for each
data stream is initiated. The processing blocks are themselves
SmartFlow clients, and they can subscribe to one or more flows
to receive the data required for their processing. Each client can
output one or more flows for the benefit of other clients.

The design of a working system is realized through a graphi-
cal user interface, where clients are depicted as blocks and flows
as connections. The user can drag and drop client blocks onto a
map, connect the clients via flows, and activate these processing
blocks.

There are two versions of SmartFlow. Version 1 is only us-
able under Unix OS, whereas Version 2 is usable with Windows
OS. Our final system contains components that were developed
under Linux and Windows, therefore we chose Version 2 as our
platform. However, some issues are not completely solved in
Version 2, and designs with many components suffer.

The synchronization of the clients is achieved by synchro-
nizing the time for each driving computer, and timestamping the
flows. The network time protocol (NTP) is used to synchronize
the clients with the server time, and this functionality is provided
by SmartFlow. A separate client is used to start the processing
clients simultaneously. The video streams are not completely in
one-to-one correspondence, as clients sometimes drop frames.

2.4. Data Collection

We have used three different datasets to train the speech/non-
speech classes. In addition to the RT05 and RT06 datasets [33]
a new dataset was collected for adaptation to the BU smart room
acoustics. This dataset contains segments of silence (i.e. ambi-
ent noise) and a host of non-silence events. Non-silence events
include sounds of chairs moving, keyboard typing, claps, coughs,
switching on/off the light, knocking on the door, laughs, and
steps. A total of 10 minutes of 14 different microphone streams
were recorded, leading to a total of 840, 000 frames at a rate of
10ms. for each of the speech/non-speech classes.

For person localization, we have recorded a long sequence
of frames (about eight minutes) from the four ceiling cameras
simultaneously. During this sequence, the group members en-
tered the room one by one, and walked on a pre-determined path
through the room, visiting each location and stopping briefly on
marker areas (centres of floor tiles). While walking, the mem-
bers were asked to talk continuously to provide ground truth data
for the audio based localization system, as well as the speaker
identification system.

For gesture recognition, we have collaborated with Enter-
face Group 12, and a dataset of 90 persons was collected through
their efforts. Each session contains a hand gesture part, where
four gestures are repeated three times in sequence. These ges-
tures are typically associated with turn-on (clacking the finger),
turn off (cutting off the head), volume up (increase indication)
and volume down (decrease indication) events. This dataset also

contains sequences where the head was moved from right to left
during ordinary speech.

3. SOFTWARE MODULES

3.1. Motion Detection Module

The motion detection module attempts to separate the foreground
from the background for its operation. Foreground detection us-
ing background modeling is a common computer vision task
particularly in the field of surveillance [29]. The method is
based on detecting moving objects under the assumption that
images of a scene without moving object show regular behavior
which can be modeled using statistical methods.

In a practical environment like our smart room illumination
could change according to the need of the user or it could also
change due to gradual sun lighting change. In order to adapt
changes we can update the training set by adding new sam-
ples. Each pixel observation consist of color measurement. At
any time, t, pixel value at pixel i can be written as Xi,t =
[Ri,t, Gi,t, Bi,t].

The recent history of every pixel within an image is stacked
which can be represented as [Xi,1, Xi,2, ..., Xi,t−1] and is mod-
eled as a set of Gaussian distributions. Now the probability of
the current observation at a pixel i can be estimated using the
model built from previous observations.

P (Xi,t|Xi,1, ..., Xi,t−1) =
X

wi,t−1∗η(Xi,t, µi,t−1, σ
2
i,t−1)

(1)
where η is the Gaussian probability density function. µi,t−1

and σ2
i,t−1 are mean and covariance matrix of the Gaussian.

wi,t−1 is the weight associated with the Gaussian. To make the
process on-line, a matching process is carried out; a new pixel
is considered to be background if it matches with the current
Gaussian component, i.e. if the distance between the pixel and
the mean of the Gaussian in question is less than ε. In this study
we have chosen ε = 2 ∗ σ. If a current pixel doesn’t match
the mean of the given distribution, then the parameters of the
distribution are updated with a higher weight, otherwise it is up-
dated with a lower weight w(i, t). The adaptation procedure is
as follows:

wi,t = (1− α)wi,t−1 + αMi,t (2)

where α is learning rate, α ∈ [0, 1] and 1/α determines the
speed of the adaptation process. And Mi,t = 1 if the current
pixel matches a model, otherwise it is 0 for rest of the models.
In a similar vein µ and σ are updated as follows:

µi,t = (1− λ)µi,t−1 + λXi,t (3)

σ2
i,t = (1− λ)σ2

i,t−1 + λ(Xi,t − µi,t)T (Xi,t − µi,t) (4)

where
λ = αη(Xt|µi,t−1, σi,t−1) (5)

One significant advantage of this technique is, as the new values
are allowed to be part of the model, the old model is not com-
pletely discarded. If the new values become prominent over-
time, the weighting changes accordingly, and new values tend to
have more weight as older values become less important. Thus,
if there is a movement of furniture with the room, the back-
ground model is updated rather quickly; and the same is true for
lighting changes.

Fig. 5 shows a sample frame and the detected moving fore-
ground.
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Figure 5: A frame with motion, and the detected moving fore-
ground.

3.2. Face Detection Module

Face detection is needed for face identification and opportunis-
tic sensing modules. In this module, the face of each person
present in the scene must be detected roughly (i.e. a bounding
box around a face will be the output of this module). We use the
OpenCV face detection module that relies on the adaboosted
cascade of Haar features, i.e. the Viola-Jones algorithm [35].
The client that performs face detection receives a video flow
from a client that in its turn directly receives its input from one
of the cameras, and outputs a flow that contains the bounding
box of the detected face.

3.3. Face Identification Module

The face recognition module is semi-automatic, in that it takes
motion tracking and face detection for granted. This module
therefore subscribes to the face detection flow that indicates face
locations, and to the video flow to analyze the visual input to
a camera. A technique for face recognition in smart environ-
ments [16, 34] is used. The technique takes advantage of the
continuous monitoring of the environment and combines the in-
formation of several images to perform the recognition. Models
for all individuals in the database are created off-line.

The system works with groups of face images of the same
individual. For each test segment, face images of the same in-
dividual are gathered into a group. Then, for each group, the
system compares these images with the model of the person.
We first describe the procedure for combining the information
provided by a face recognition algorithm when it is applied to
a group of images of the same person in order to, globally, im-
prove the recognition results. Note that this approach is inde-
pendent of the distance measure adopted by the specific face
recognition algorithm.

3.3.1. Combining groups of images

Let {x}i = {x1, x2, ..., xP } be a group of P probe images of
the same person, and let {C}j = {C1, C2, ..., CS} be the dif-
ferent models or classes stored in the (local or global) model
database. S is the number of individual models. Each model Cj
contains Nj images, {yn}j = {y1

j , y2
j , ..., yNj

j} where Nj
may be different for every class. Moreover, let

d(xi, yn
j) : RQxRQ → R (6)

be a certain decision function that applies to one element of {x}i
and one element of {y}jn, where Q is the dimension of xi and
yjn. It represents the decision function of any face recognition
algorithm. It measures the similarity of a probe image xi to a
test image yjn. We fix a decision threshold Rd so that xi and yjn
represent the same person if d(xi, y

j
n) < Rd. If, for a given xi

the decision function is applied to every yjn ∈ Cj , we can define
the δ value of xi relative to a class Cj , δij as

δij = #{yjn ∈ Cj |d(xi, y
j
n) < Rd} (7)

That is, δij counts the number of times that the face recog-
nition algorithm matches xi with an element of Cj . With this
information, the δ-Table is built, and based on this table we de-
fine the following concepts:

• Individual Representation of xi: It measures the repre-
sentation of sample xi by class Cj :

R(xi, Cj) =
δij
Nj

(8)

• Total representation of xi: It is the sum of the individual
representations of xi through all the classes:

R(xi) =
1

P

SX
j=1

R(xi, Cj) =

SX
j=1

δij
Nj

(9)

• Reliability of a sample xi given a class Cj : It measures
the relative representation of sample xi by class Cj con-
sidering that sample xi could be represented by other
classes:

ρ(xi, Cj) =

8<:
R(xi,Cj)

R(xi)
=

δij/NjPS
k=1

δik
Nk

R(xi) > 0

1 R(xi) = 0
≤ 1

• Representation ofCj : It estimates the relative representa-
tion of a group of samples {x}i by a class Cj . Weighting
is performed to account for the contribution of the group
{x}i to other classes:

R(Cj) =
1

P

PX
i=1

ρijδij (10)

• Match LikelihoodM for classCj : It relates a class repre-
sentation and its match probability. If r = R(Cj), then:

M(Cj) =
1− e−r

2

σ2

1− e
−N2

j

σ2

(11)

where σ adjusts the range of R(Cj) values.

• Relative Match Likelihood for a class Cj : It relates the
M of a classCj and the maximumM of the other classes:

RML(Cj) =

(
M(Cj)

maxk 6=j(M(Ck))
M(Cj) ≥ 0.5

0 M(Cj) < 0.5
(12)

This measure determines if the selected class (that with
the maximumM ) is widely separated from other classes.
A minimum value of M is required, to avoid analyzing
cases with too low M values.

Relying on the previous concepts, the recognition process is
defined, in the identification mode, as follows:

• Compute the δ-Table.

• Compute the match likelihood M for every model.

• Compute the RML of the class with the highest M(Cj).
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The group is assigned to the class resulting in a highest
RML value In this work, a PCA based approach [14] has been
used. This way, the decision function is the Euclidean distance
between the projections of xi and yjn on the subspace spanned
by the first eigenvectors of the training data covariance matrix:

d(xi, y
j
n) = ||WTxi −WT yjn|| (13)

where WT is the projection matrix.
The XM2VTS database [18] has been used as training data

for estimating the projection matrix and the first 400 eigenvec-
tors have been preserved. Only frontal faces are used for identi-
fication. Note that, in our system, models per each person have
been automatically generated, without human intervention. All
images for a given individual in the training intervals are candi-
dates to form part of the model. Candidate face bounding boxes
are projected on the subspace spanned by the first eigenvectors
of the training data covariance matrix WT . The resulting vector
is added to the model only if different enough from the vectors
already present in the model.

3.4. Opportunistic Sensing Module

The opportunistic sensing module aims at identifying persons
in the room when the face information is not available, or not
discriminatory. The primary assumption behind the operation
of this module is that the variability in a users appearance for a
single camera is relatively low for a single session (this case is
termed intra session in [34]), and a user model created on-the-fly
can provide us with useful information [32]. We use the follow-
ing general procedure for this purpose: Whenever the face iden-
tification module returns a reliable face identification, cameras
with access to the area with the detected face consult the motion
detection module, and grab a window from the heart of the mo-
tion blob. The pixel intensities within this window are modeled
statistically, and this statistical model is then used to produce
the likelihood values for every candidate person for which the
system stored a mixture model.

The general expression for a mixture model is written as

p(x) =
JX
j=1

p(x|Gj)P (Gj) (14)

where Gj stand for the components, P (Gj) is the prior proba-
bility, and p(x|Gj) is the probability that the data point is gen-
erated by component j. In a mixture of Gaussians (MoG), the
components in Eq. 14 are Gaussian distributions:

p(x|Gj) ∼ N (µj ,Σj) (15)

In a MoG, the number of parameters determine the complexity
of the model, and the number of training samples required for
robust training increases proportionally to the complexity of the
model. Introducing more components means that the ensuing
mixture will be more complex, and more difficult to train on the
one hand, but potentially more powerful in explaining the data,
as complex models usually go.

One way of controlling the complexity is to state some as-
sumptions regarding the shape of the covariance matrix. A com-
plete covariance matrix Σj for a d-dimensional data set has
O(d2) parameters, and specifies a flexible and powerful statis-
tical model. Learning a sample covariance of this shape often
creates serious overfitting issues and singularities due to lim-
ited training data. Frequently, a diagonal covariance matrix is
adopted, which means the covariances between dimensions are
discarded, and only the variances are modeled.

To build our statistical models for the users of the smart
room, we use a factor analysis (FA) approach, which repre-
sents a trade-off between model complexity and modeling co-
variances. In FA, the high dimensional data x are assumed to be
generated in a low-dimensional manifold, represented by latent
variables z. The factor space spanned by the latent variables
is similar to the principal space in the PCA method, and the
relationship is characterized by a factor loading matrix Λ, and
independent Gaussian noise ε:

x− µj = Λjz + εj (16)

The covariance matrix in the d-dimensional space is then repre-
sented by Σj = ΛjΛ

T
j + Ψ, where Ψ is a diagonal matrix and

εj ∼ N (0,Ψ) is the Gaussian noise. We obtain a mixture of
factor analysers (MoFA) by replacing the Gaussian distribution
in Eq. 14 with its FA formulation.

In the opportunistic sensing module, the surface features are
modeled with mixture models. A single frame is used to produce
a training set for the MoFA model. If the the number of com-
ponents and the number of factors per component are specified
beforehand, the maximum likelihood parameters can be com-
puted with the Expectation-Maximization (EM) algorithm [9].
With no prior information, an incremental algorithm can be used
to determine model parameters automatically [26]. The incre-
mental MoFA algorithm (IMoFA) starts with a one-factor, one-
component mixture and adds new factors and new components
until the likelihood is no longer increased on the validation set.

For component addition, a multivariate kurtosis-based mea-
sure is adopted to select components that look least like uni-
modal Gaussians:

γj = {bj2,d − d(d+ 2)}
"

8d(d+ 2)PN
t=1 h

t
j

#− 1
2

(17)

bj2,d =
1PN
l=1 h

l
j

NX
t=1

htj

h
(xt − µj)TΣ−1

j (xt − µj)
i2

(18)

with htj ≡ E[Gj |xt], and the component with greatest γj is
selected for splitting.

For factor addition the difference between sample covari-
ance and modeled covariance is monitored and the component
with the largest difference is selected for factor addition. The
new factor is the principal axis of the residual error vectors.

There are currently no accuracy results for the opportunistic
sensing module, since the recorded data is not annotated with
ground truth. However, visual inspection shows that this model
is successful under two conditions:

• The training frame should be discriminative.

• The overall image intensity conditions during operation
should be consistent with the training conditions.

In Fig. 6 three sample training frames are shown. To ensure
fast operation, only a portion of these frames is used for train-
ing. 5 × 5 pixels with RGB values are concatenated to form
75−dimensional vectors, which are then modeled with IMoFA
mixtures.

Fig. 9 shows the detection results for each of the three peo-
ple in the system. Since we use generative models, an increase in
the number of subjects does not decrease the localization accu-
racy of the system, but considering additional candidates brings
a computational cost. The client that performs likelihood com-
putation pre-loads the mixture parameters, computes inverse co-
variance and determinant parameters, and waits for data packets.
The real-time operation is ensured by dropping data frames.
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(a) (b) (c)

Figure 6: Training frames for a) Albert, b) Ramon, c) Onkar.

Fig. 7 shows the effect of a non-discriminative frame. The
presence of generic intensities results in a too general mixture,
and many data packets produce high likelihoods.

(a) (b)

(c) (d)

Figure 7: a) Non-discriminative training frame for class Onkar.
b) A more discriminative training frame for class Onkar. c)
Detection of Onkar results in many false-positives with the
non-discriminative training frame. d) The discriminative frame
works fine.

3.5. Speaker Identification Module

The Speaker ID module (SID) segments the audio data, iden-
tifying the silences and the speaker changes. Furthermore, the
algorithm is able to identify different speakers with the help of
prior knowledge. With this purpose, a small database of ten per-
sons was collected in the BU smart room. The speaker models
are computed off-line.

The speaker identification system is composed of several
modules developed in the SmartFlow framework, and it can be
inspected in three groups. The Speech Activity Detection (SAD)
is in charge of detecting the speech activity in the room and dis-
criminating it from non-speech events. The Acoustic SEgmenta-
tion (ASE) module retrieves speech information from the SAD
and provides the Speaker IDentification (SID) stage with ho-
mogenous acoustic data from a single identity. All three stages

work in parallel, continuously computing the high level infor-
mation, speech/non-speech segmentation, acoustic change de-
tection and frame-score accumulation for the identity labels, the-
reby monitoring the room constantly in real time. However, an
identity label is only provided in the case that the acoustical in-
formation is sufficient, and homogenously collected from a sin-
gle person, and the speech data is sufficient for discrimination.

Fig. 8 depicts the SmartFlow map employed in the SID im-
plementation. The frequency downsampling stage produces a-
coustic signals at a rate of 16.000 KHz for the remaining stages,
for a total of 14 microphones. The flow connections indicate the
feedback and interactions between the three main modules.

Figure 8: Smarflow Map implementation of the SID module. The
first stages are related to capturing signal modules and down-
sampling. The SelectChannel box gathers all the input channels
coming from different machines and selects one of them based
on a simple energy threshold decision.

3.5.1. Speech Activity Detection

The SAD module used in this work is based on a support vector
machine (SVM) classifier [27]. The performance of this system
was shown to be good in the 2006 Rich Transcription SAD Eval-
uations (RT06) [33]. A GMM-based system that ranked among
the best systems in the RT06 evaluation was selected as a base-
line for performance comparison [33].

For classical audio and speech processing techniques that
involve GMMs, the training data are in the order of several hun-
dred thousand examples. However, SVM training usually in-
volves far less training samples, as the benefit of additional sam-
ples is marginal, and the training becomes infeasible under too
large training sets. Some effective methods should be applied to
reduce the amount of data for training without losing accuracy.
Therefore, we employ Proximal SVMs (PSVM) in the same way
as proposed in [33].

Proximal Support Vector Machine (PSVM) has been recently
introduced in [8] as a result of the substitution of the inequality
constraint of a classical SVM yi(wxi + b) ≥ 1 by the equality
constraint yi(wxi + b) = 1, where yi stands for a label of a
vector xi, w is the norm of the separating hyperplane H0, and
b is the scalar bias of the hyperplane H0. This simple modifi-
cation significantly changes the nature of the optimization prob-
lem. Unlike conventional SVM, PSVM solves a single square
system of linear equations and thus it is very fast to train. As a
consequence, it turns out that it is possible to obtain an explicit
exact solution to the optimization problem [8].

Depending on the speech activity inside the room, we should
penalize the errors from the Speech class more than those from
the Non-Speech class, in the case of a meeting for example.
It is possible to selectively penalize errors for the SVM in the
training stage by introducing different costs for the errors in two
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classes by introducing different generalization parameters C−
and C+. This approach will adjust the separating hyperplane
H0, and it will no longer be exactly in the middle of the H−1

andH1 hyperplanes (Fig. 9). It is worth mentioning that favour-
ing a class in the testing stage (after the classifier is trained) is
still possible for SVM through the bias b of the separating hy-
perplane.

Figure 9: Proximal Support Vector Machine based SVM.

3.5.2. Bayesian Information Criterion based Segmentation

Audio segmentation, sometimes referred to as acoustic change
detection, consists of exploring an audio file to find acoustically
homogeneous segments, detecting any change of speaker, back-
ground or channel conditions. It is a pattern recognition prob-
lem, since it strives to find the most likely categorization of a se-
quence of acoustic observations. Audio segmentation becomes
useful as a pre-processing step in order to transcribe the speech
content in broadcast news and meetings, because regions of dif-
ferent nature can be handled in a different way.

The ALIZE Toolkit was used in this work to implement a
XBIC-based segmentation system, making use of the algorithms
for the GMM data modeling and the estimation of the parame-
ters. The ALIZE toolkit is a free open tool for speaker recog-
nition from the LIA, Université d’Avignon [1]. The “Bayesian
Information Criterion” (BIC) is a popular method that is able to
perform speaker segmentation in real time.

Let the set Θ = {θj ∈ <d | j ∈ 1 . . . N}, a sequence of N
parameter vectors, the BIC is defined as:

BICΘ = L− αP (19)

where P is the penalty and α a free design parameter. L is the
logarithm of the probability performed by the set of observations
Θ over the model λi,

L = P (Θ|λi) =

NX
k=1

log(θk|λi) (20)

Let an instant θj ∈ Θ, it can be defined two partitions of Θ:
Θ1 = {θ1 . . . θj} and Θ2 = {θj+1 . . . θN} with length N1 and
N2. In order to take a decision about a change in the speakers,
two different hypotheses can be considered:

• H0: An unique class λ is better at modeling the data from
the whole set of observations Θ.

• H1: Two independent classes λ1 and λ2 are better in
jointly modeling the before and after of the postulated
instance of speaker change θj .

The best hypothesis is chosen by evaluating the following
expression:

∆BIC = BICH0 −BICH1 = BICΘ− (BICΘ1 +BICΘ2)
(21)

Therefore, and looking at Eqs. 19 and 20 the criterion of
change speaker turn at time i can be defined by evaluating the
following expression:

∆BIC(i) = P (Θ|λ)− P (Θ1|λ1)− P (Θ2|λ2)− αP (22)

where the penalty term depends on the number of parameters
(complexity) employed to estimate the whole model λ and the
two sub-models λ1,λ2. This constant is set to a low value, since
it only affects the decision threshold around 0.

In overall, a speaker change turn is decided at the time in-
stant i for which ∆BIC(i) > 0, which means that the dual
model is now better adapted to the observation data in compar-
ison to the single model. Taking into account the definition of
the Rabiner distance, the distance among two Hidden Markov
Models is

Drab =
D(λa, λb) +D(λa, λb)

2
(23)

with D as,

D(λa, λb) =
1

Nb

„ NbX
k=1

log p(θk|λa)−
NaX
k=1

log p(θk|λb)
«
(24)

Assuming that the two data segments have the same dura-
tion, and sorting the terms of the Eq. 23, we obtain a probabilis-
tic definition of the Rabiner distance,

D′rab =
`
P (Θ1|λ2)+P (Θ2|λ1)

´−`P (Θ1|λ1)+P (Θ2|λ2)
´

(25)
where P (Θi|λj) is defined in Eq. 20. Eq. 25 is similar to the one
presented in the BIC procedure 19, but using a second shared
term: P (Θ1|λ1) + P (Θ2|λ2), which changes as the models
adapt to the training set.

The first term of both equations, Eq. 19 and Eq. 25, measure
how well the whole audio segment is adapted to a single model
or to two models, respectively. In both cases a high probability
is obtained if the segment belongs to the same speaker.

Figure 10: Segmentation example.

In the case of the Eq. 25, when two acoustically similar seg-
ments are evaluated, the measure oscillates around the 0 value.
When a speaker change occurs, the XBIC distance peaks, mostly
due to the cross probability term. By this reason the XBIC mea-
sure is defined as:

XBIC(i) = P (Θ1|λ2) + P (Θ2|λ1) (26)

If a suitable threshold is chosen, the speaker change can be
determined at the time instant i as XBIC(i) < thresholdXBIC
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3.5.3. Speaker Identification

The Person Identification (PID) problem consists of recogniz-
ing a particular speaker from a segment of speech spoken by a
single speaker. Matched training and testing conditions and far-
field data acquisition are assumed, as well as a limited amount
of training data and no a priori knowledge about the room envi-
ronment. The algorithm implemented in this work was tested
in the CLEAR’07 PID evaluation campaign, obtaining the best
position in mean in all test/train conditions [17].

The algorithm commences by processing each data window
by subtracting the mean amplitude, supposing the DC offset is
constant throughout the waveform. A Hamming window was
applied to each frame and a FFT is computed. The FFT am-
plitudes are then averaged in 30 overlapped triangular filters,
with central frequencies and bandwidths defined according to
the Mel scale. Their output represents the spectral magnitude
in that filter-bank channel. Instead of the using Discrete Cosine
Transform, such as in the Mel-Frequency Cepstral Coefficients
(MFCC) procedure [5], the samples are parametrised using the
Frequency Filtering (FF):

H(z) = z − z−1 (27)

over the log of the filter-bank energies. Finally, we obtain 30
FF coefficients. A vector of parameters is calculated from each
speech segment. The choice of this setting was justified through
experimental validation, showing that FF coefficients result in
higher accuracies than MFCC coefficients for both speech and
speaker recognition tasks, as well as being more robust against
noise and computationally more efficient [19]. Additionally, the
FF coefficients are uncorrelated, and they have an intuitive in-
terpretation in the frequency domain.

In order to capture the temporal evolution of the parame-
ters, the first and second time derivatives of the features are ap-
pended to the basic static feature vector. The so-called ∆ and
∆-∆ coefficients are also used in this work. Note that the first
coefficient of the FF output, which is proportional to the signal
energy, is also employed to compute the model estimation, as
well as its velocity and acceleration parameters. Next, for each
speaker that the system has to recognize, a model of the prob-
ability density function of the parameter vectors is estimated.
Gaussian Mixture Models with diagonal covariance matrices are
employed, and the number of components is set to 64 for each
mixture. The large amount of components assure that the statis-
tical learning is robust, and is further justified by the availability
of a very large training set.

The parameters of the models are estimated from speech
samples of the speakers using the well-known Baum-Welch al-
gorithm [24]. Given a collection of training vectors, the maxi-
mum likelihood model parameters are estimated using the itera-
tive Expectation-Maximisation (EM) algorithm. The sensitivity
of EM to cases with few training data is well-known, yet under
the present training conditions (with ample data), 10 iterations
are demonstrably enough for parameter convergence. This pa-
rameter is retained for both training conditions and for all the
client models.

In the testing phase of the speaker identification system, a
set of parameters O = {oi} is computed from the speech signal.
Next, the likelihood of obtaining the signal under each client
model O is calculated and the speaker model with the largest
posterior probability is chosen,

s = arg max
j

˘
L
`
O|λj

´¯
(28)

where s is the recognised speaker, and L is the likelihood func-
tion from a linear combination of M unimodal Gaussians of di-

mension D [3]. Therefore, L
`
O|λj

´
is the likelihood that the

vector O has generated by the speaker model λj .

3.6. Sound Based Localization Module

Conventional acoustic person localization and tracking systems
usually consist of three basic stages. In the first stage, estimation
of such information as Time Difference of Arrival or Direction
of Arrival is usually computed by the combination of data com-
ing from different microphones. The second stage involves a
set of relative delays or directions of arrival estimations to de-
rive the source position that agrees most with the data streams
and with the given geometry. In the third (and optional) stage,
possible movements of the sources can be tracked according to
a motion model. These techniques need several synchronized
high-quality microphones. In the BU Smart Room setting we
have only access to low-quality, uncalibrated and unsynchro-
nized microphones. As explained in the room setup description,
only pairs of microphones within an audio capture device are
synchronized, there is no synchronization across different cap-
ture devices. Moreover, the channels within a single capture
device have a highly correlated noise of the same power level as
the recorded voice, thus estimating the position of speakers in
this environment is a very difficult and challenging task.

The acoustic localization system used in this project is based
on the SRP-PHAT localization method, which is known to per-
form robustly in most scenarios [6]. The SRP-PHAT algorithm
(also known as Global Coherence Field ) tackles the task of
acoustic localization in a robust and efficient way. In general,
the basic operation of localization techniques based on SRP is
to search the room space for a maximum in the power of the
received sound source signal using a delay-and-sum or a filter-
and-sum beamformer. In the simplest case, the output of the
delay-and-sum beamformer is the sum of the signals of each mi-
crophone with the adequate steering delays for the position that
is explored. Concretely, the SRP-PHAT algorithms consists in
exploring the 3D space, searching for the maximum of the con-
tribution of the PHAT-weighted cross-correlations between all
the microphone pairs. The SRP-PHAT algorithm performs very
robustly due the the PHAT weighting, keeping the simplicity of
the steered beamformer approach.

Consider a smart-room provided with a set of N micro-
phones from which we choose M microphone pairs. Let x
denote a R3 position in space. Then the time delay of arrival
TDOAi,j of an hypothetic acoustic source located at x between
two microphones i, j with position mi and mj is:

TDOAi,j =
‖ x−mi ‖ − ‖ x−mj ‖

s
, (29)

where s is the speed of sound.
The 3D room space is then quantized into a set of posi-

tions with typical separations of 5-10cm. The theoretical TDOA
τx,i,j from each exploration position to each microphone pair
are precalculated and stored.

PHAT-weighted cross-correlations of each microphone pair
are estimated for each analysis frame [21]. They can be ex-
pressed in terms of the inverse Fourier transform of the esti-
mated cross-power spectral density (Gm1m2(f)) as follows:

Rmimj (τ) =

Z ∞
−∞

Gmimj (f)

|Gmimj (f)|e
j2πfτdf, (30)

The estimated acoustic source location is the position of the
quantized space that maximizes the contribution of the cross-
correlation of all microphone pairs:

x̂ = argmax
x

X
i,j ∈ S

Rmimj (τx,i,j), (31)
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where S is the set of microphone pairs. The sum of the contri-
butions of each microphone pair cross-correlation gives a value
of confidence of the estimated position, which can be used in
conjunction with a threshold to detect acoustic activity and to
filter out noise. In our work, we use a threshold of 0.5 per clus-
ter of 4 microphones. It is important to note that in the case of
concurrent speakers or acoustic events, this technique will only
provide an estimation for the dominant acoustic source at each
iteration.

3.7. Gesture Tracking Module

Hand gestures used in human–computer interaction (HCI) sys-
tems are either communicative or manipulative. Manipulative
hand gestures are used to act on virtual objects or parameters,
whereas communicative gestures are combination of dynamic
acts and static symbols that have communication purposes. HCI
applications often focus on a subset of these classes of gestures
and consider only these classes as meaningful. The hand ges-
ture recognition module we have designed for the smart room
application is aimed to use both communicative and manipu-
lative gestures for HCI and to automatically distinguish these
in real time. This module is based on the work presented in
[11, 12, 13].

The gesture recognition module is the main channel of in-
teraction with between the users and the computers in BU Smart
Room, since it allows the users to give commands to the under-
lying smart system. The gesture recognition system our module
is based on, handles the event recognition problem using two
primary methods:

• by manipulative gestures, i.e. by allowing direct trans-
lation of the hand trajectory and shape into continuous
events, such as manipulation of virtual objects, or

• by communicative gestures, i.e. by recognizing certain
patterns performed by the user and firing high level dis-
crete events.

In order to make use of both of these methodologies, we have
designed a simple extendible gesture language that consists of
actions and objects. The structure of each command consists
of a combination of one action and one object, the former cor-
responding to a certain pattern and the latter to a simple hand
movement, specifically in this order to prevent false positives.
The reasoning behind this is based on the fact that communica-
tive gestures are chosen in a way that they are unlikely to be per-
formed unintentionally, wheras the manipulative ones may cor-
respond to very common hand movements. Since we restrict the
objects to follow actions, the intentional manipulative gestures
corresponding to the objects can unambiguously be recognized.

Gestures are performed by the flexible hands in 3D space.
The motion and change in the shape of the hand have differ-
ent characteristics. Thus, they are often modeled separately and
considered to be different modalities. Both appearance based
and 3D model based approaches have been pursued for com-
puter vision based hand shape modeling. 3D models are com-
plex geometrical models using a priori knowledge about hand
geometry, while appearance based models use features extracted
from the projected intensity image of the hand. In general, most
of the computer vision techniques extract the silhouettes of the
hands first.

To simplify the hand segmentation problem, either simple
backgrounds are assumed, or colored markers are used. Since
hands are homogeneously colored, hand tracking can be accom-
plished using color–based features. However, other skin colored
regions such as the face make this task difficult and time con-
suming. Due to real time execution considerations, markers are

used in our system to detect the hand in each image. The choice
of color for the marker is not predefined, but is restricted to col-
ors that are significantly different than the skin color.

In the case of smart rooms, simple backgrounds can not be
assumed. By employing colored markers, it is possible to ro-
bustly detect and track the hands by using simple color based de-
tection algorithms. We have developed two different techniques
for marker detection in BU Smart Room, which basically make
use of different color systems, namely RGB and HSV. While
the RGB–based method uses either fixed or floating ranges to
connect neighboring colors for segmentation, the HSV–based
method calculates the Hue–Saturation histogram of the marker
and uses it as a signature. These methods will be explained in
more detail in the following section.

The choice of the hand features extracted from the hand re-
gion primarily depends on the target application. Real time HCI
applications often prefer to employ simpler models, while estab-
lishing a certain amount of variability and descriptive power for
specific hand postures. The features used may range from the
easily detectable motion of the hand and openness or closeness
of the fingers, to the angles of each finger articulation, which
might be needed for an advanced sign language recognition sys-
tem. Since the setup or the quality of the cameras in different
smart room environments are likely to be subject to consider-
able change, the system is assumed to consist of the most basic
cameras. Therefore, simple appearance–based methods are pre-
ferred for our application.

Appearance–based approaches are not based on prior and
explicit knowledge of the hand model. Therefore, model pa-
rameters are not directly derived from the 3D spatial description
of the hand. Such methods learn to relate the appearance of a
given hand shape image to its actual posture.

The most common appearance–based approach is using low
level features derived from the images to model hand shapes.
These parameters include image moments, image eigenvectors,
i.e. “eigenhands”, contours and edges, orientation histograms
and Hu or Zernike moments. Currently, the training and recog-
nition algorithms rely on Hu moments and the angle of the hand
image. The Smartflow environment allows to plug in different
feature extractors in a simple manner. Therefore the feature ex-
traction module can easily be replaced with other methods for
testing. Yet, the training phase should be repeated with the new
feature extraction module.

Dynamic hand gestures are sequential data that involve both
temporal and spatial context. Hidden Markov Models (HMMs),
which can deal with the temporal invariability of signals are of-
ten employed for gesture recognition [15, 25, 36, 37]. In the
recognition process, a given trajectory in the model parameter
space of the gestures is tested over the set of trained HMMs in
the system. The model that gives the highest likelihood is taken
to be the gesture class the trajectory belongs to.

HMM is a powerful tool for sequential data modeling and
recognition. Yet, it is not directly extendible to multiple syn-
chronous or asynchronous data sequences. HMM variants such
as coupled HMMs have been proposed to overcome this prob-
lem. Input–Output HMMs, which are proposed by Bengio et
al. in [2] are neural network–HMM hybrids, which attack the
shortcomings of HMMs by representing the local models, i.e.
the hidden states, with possibly nonlinear and flexible complex
structures such as Multi Layer Perceptrons (MLPs). IOHMMs
condition the stochastic architecture of HMMs on an input se-
quence that has no independence assumptions. The architecture
can be conditioned on any function of observable or system pa-
rameters. Therefore, the stochastic network of an IOHMM is
not homogeneous. Due to their inhomogeneity, IOHMMs are
expected to learn long time dependencies better than HMMs.
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The gesture recognition module in BU Smart Room is designed
to make use of discrete, continuous and input–output HMMs.

In the following section, the marker registration tool and the
marker color signatures used in the BU Smart Room system will
be explained in detail.

3.7.1. Marker Registration and Detection

The marker registration client developed for Smartflow, namely
“ipl marker registrar”, aims to learn the parameters of the chosen
marker. This module employs two different methodologies:

• RGB–based manual detection method

• HSV–based automatic detection method

The capabilities of the client are accessible in run–time by press-
ing “h”, which displays a help screen. This screen shows how to
switch modes, methods and settings. The manual and automatic
detection modes make use of different parameters and therefore,
they have different user interfaces.

In the manual registration mode, the user needs to click on
the marker with the left button to run a connected components
algorithm, starting with the pixel clicked. The connection crite-
ria is euclidean distance:

• between the first pixel and the pixel being considered in
the fixed range mode (activated by pressing “f”), or

• between the last pixel connected and its neighbors in the
floating range mode (activated by pressing “g”).

Figure 11: Effect of low settings for the fixed range mode

Typically, fixed range mode needs much higher thresholds
to be set than the floating mode. Examples of too low, too
high and good settings for both of the modes are given in Fig-
ures 11, 12, 13, 14, 15 and 16. The settings in the user interface
are simply the asymmetric range thresholds for values higher
and lower than the original pixel. The best settings can be se-
lected and visually confirmed by the user, which are then saved
for further utilization by the hand tracking module.

There are two problems with this approach. First of all,
this mode of execution requires human intervention for marker
registration, which might cause a problem if the computer is not
inside the smart room. Also, RGB color space based tracking

Figure 12: Effect of high settings for the fixed range mode

Figure 13: Good settings for the fixed range mode
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Figure 14: Effect of low settings for the floating range mode

Figure 15: Effect of high settings for the floating range mode

is not robust to illumination changes, which would make the
registration settings obsolete. Therefore, a second method is
implemented, which is an automatic HSV based approach. This
method can be used to detect markers without the supervision of
a user, and the corresponding tracking method is more robust to
illumination changes.

The main difference of the automatic method from its man-
ual counterpart is that a supervisor does not need to click on the
marker. Instead, by assuming that the marker has the fastest mo-
tion in an image sequence, this module attempts to distinguish
the marker from image differences, i.e. motion. It first captures
two images separated by a few frames, smoothes them with a
Gaussian filter and finds their difference. The difference image
is thresholded according to a user setting, and the pixels that
are too dark or too bright are also eliminated using two more
thresholds, also selectable via user settings. The final image is
converted into HSV color space and the 2D Hue–Saturation his-
togram is calculated. The main consideration in this method is
that the pixels corresponding to the marker fall to a single bin.
In order to ensure this the number of hue and saturation bins
should not be selected too high. Selecting the numbers too low
on the other hand, causes the final bin to not only correspond to
the marker, but possibly to some other colors, and accordingly,
to other objects.

The settings in the automatic mode are as follows:
• RGB threshold - Used to determine the pixels to consider

in the difference image
• Dark threshold - Leaves out the pixels that are too dark
• Bright thresold - Leaves out the pixels that are too bright
• # Hue bins - Number of hue bins in the histogram
• # Saturation bins - Number of saturation bins in the his-

togram
The effects of choosing wrong numbers for the RGB, dark and
bright thresholds are straightforward. To clarify the effect of
selection of number of bins, two cases are reproduced that cor-
respond to very high and good selection of number of bins for
hue and saturation in Figures 17 and 18.

In the case of automatic registration, the marker signature is
the histogram bin with the maximum number of pixels. This bin
is back–projected in the tracking phase to detect the marker in
the incoming frames. The tracking and feature extraction mod-
ules are explained in the following section.

3.7.2. Hand Tracking and Gesture Recognition

The hand detection module attempts to track the hand using the
algorithm corresponding to the method used during the final reg-
istration phase. For the manual case, as explained in the previ-
ous section, the low and high thresholds and a reference color
are needed to detect the hand. In order to enhance the method,
double thresholding is applied. The algorithm first looks for pix-
els that are close enough to the refence pixel, using a threshold
that is 1

5
of the saved user settings. Starting from such pixels,

the algorithm connects the neighboring pixels according to the
criteria supplied by the registration module.

In the automatic registration case, the detection module back–
projects the hue–saturation histogram calculated by the registra-
tion module and employs a region growing algorithm, where
each connected pixel falls into the selected bin.

Even though the hue–based algorithm is more robust to il-
lumination changes, both methods may generate noisy results in
more challenging conditions. Therefore filtering is a necessity,
especially if recognition is to be performed on the data. Due to
high framerate, the marker can be assumed move linearly be-
tween the frames, and the state change can be described by a
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Figure 16: Good settings for the floating range mode

Figure 17: Effect of too many bins. The majority of pixels fall
into two bins.

Figure 18: Example of a good setting for number of bins.

linear dynamic system. Therefore, a Kalman filter is directly ap-
plicable. This filtering method is used in the gesture recognition
system recognition module is shown to significantly enhance the
accuracy of the results [11, 12, 13].

3.7.3. Feature Extraction and Gesture Recognition

The current design of the gesture recognition module is using
Hu moments and the hand image angle as features. Shape fea-
tures are only necessary when the defined gestures cannot be
distinguished otherwise. If each gesture has a unique trajectory,
discrete HMMs can be used for the recognition phase. The ges-
tures chosen for the BU Smart Room require shape information
to be present. Therefore, discrete HMMs cannot be used unless
hand shapes are quantized, which is undesirable. Therefore, our
current design produces two data streams; one corresponding to
the motion vector of the hand for each frame, and one consisting
of the Hu moments and the angles.

In our design, the produced data streams are to be used
in a continuous HMM or IOHMM based recognition frame-
work. Both frameworks are implemented and tested for differ-
ent databases, but are not ported into Smartflow system yet. This
is left as a future work. Once implemented, the module will be
able to recognize the gestures in Table 1 automatically from con-
tinuous streams. The first column in Table 1 corresponds to the
possible actions, and the second column corresponds to the ob-
jects that can be embedded in commands. Any combination of
actions and objects is allowed, as long as actions precede the ob-
jects. Using this system, the users will be able to turn on–off or
dim the lights, open–close the door gradually or entirely, com-
mand a program running on the computer or answer the phone
remotely by performing hand gestures.

3.8. User Interface of the BU Smart Room System

To monitor the activity and interactions in the smart room, we
implemented a graphical user interface module using OpenGL
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Action Object
Turn On Door
Turn Off Light
Turn Up Phone

Turn Down Computer

Table 1: Defined gestures for the BU Smart Room setting.

[22] and GLUT libraries [10], and integrated it into the Smart-
Flow system. For visualization purposes, we were inspired by
the Marauder’s Map in the Harry Potter book series. The basic
idea is that the map is covered with tiny ink dots accompanied
by minuscule names, indicating every person’s location in Hog-
warts, the magic academy. In a similar manner, we have created
an abstract 2D map of the room and represented people inside
the room with color coded feet.

After identifying a person using recognition modules, his
state is set “online” in the flow providing the UI module with the
necessary data. On the members list of the interface, people who
are present in the room are represented with higher opacity and
absent ones are represented with decreased opacity. Currently,
the members list is fixed. As an improvement to the module,
we want to connect it to a database and create an editable room
member list. Thus, a flexible UI will be provided by preserving
the object-oriented structure.

Sound based localization module feeds the UI module with
coordinates relative to the microphone arrays. The data are con-
verted to screen coordinates and an approximate location of the
person inside the room is marked on the map grid. As shown
in Fig. 19, the map grid represents the tiles in the smart room
in a smaller scale. The map elements include the server tables,
cameras and simply the entrance of the room, which constitute
the obstacles of the room. As a further improvement, we want
to visualize specific activities and interactions between multi-
ple people by integrating the audio domain with visual domain.
Another visualization method can be implemented on an aug-
mented reality interface. Such an innovative interface can be
implemented by annotating the people with virtual text labels
containing their name on the real-time video capture [7]. More-
over, interactions can be represented by registering computer
graphics objects to the video capture. Thus, the cameras in the
room will provide more information than the appearance to an
ordinary viewer of the smart room.

4. CONCLUSIONS AND FUTURE WORK

The aim of this project is to monitor a room for the purposes
of analyzing the interactions and identities of a small set of in-
dividuals. We worked with different modalities from multiple
uncalibrated sensors to observe a single environment and gener-
ate multimodal data streams. These streams are processed with
the help of a generic client-server middleware called SmartFlow
and signal processing modules.

Modules for visual motion detection, visual face tracking,
visual face identification, visual opportunistic sensing, gesture
recognition, audio-based localization, and audio-based identi-
fication were implemented and integrated under SmartFlow to
work in coordination across two different platforms (Linux and
Windows).

A graphical interface was implemented to visualize the func-
tionalities which was inspired by the Marauder’s Map in the
Harry Potter series. In its current state, it shows an identified
person and his or her position in the room, based on audio-visual
data.

Figure 19: First version of the GUI inspired by the Marauder’s
Map.

Although SmartFlow is a powerful tool to manage different
datastreams, it has its problems, primarily due overload of hard-
ware and limitations of network bandwidth. However in the phi-
losophy of our project, we have attempted to solve these prob-
lems not by increasing the available computational resources, or
by employing better sensors, but by intelligent allocation of the
available resources to different datastreams. This was mainly
achieved by allowing different framerates for video. A second
objective was to tune this framerate according to various quality
measures that indicate the relevance of a given datastream with
respect to the identification task. This part was implemented for
audio, where the quality is based on the energy of the signal.

The first stage of the project concerned setting up the ar-
chitecture, collecting the datasets, implementing different mod-
ules, and experimenting with them. Since we were working
with sensors of much lower cost and quality than related ap-
proaches in the literature (see for instance the results of the Inter-
national Evaluation Workshop on Classification of Events, Ac-
tivities, and Relationships (CLEAR 2006) [30]), we have identi-
fied two subgoals at the start of the project: opportunistic sens-
ing and multimodal fusion. The former aims at identifying per-
sons in the absence of robust (face) recognition. Our opportunis-
tic sensing was implemented to build a statistical model of the
pixels representing a person entering the room on the fly, for
each of the cameras. Our second aim (fusion of audio-visual in-
formation) will be the starting point for future research between
the participants after the project. In particular, we have identi-
fied the following future research questions:

• In our project we have managed to localize persons into
the smart room using audio as well as video streams. In
UPC, research has been done on event recognition us-
ing audio signals. Different modules have been written
for the recognition of speech-non speech identification,
hand clapping, footstep recognition, keyboard typing etc.
Some of these modules were tested in the BU room. We
like to work on visual recognition algorithms that can be
used to make this recognition process more robust.

• Another possible research direction is implementing a bi-
ologically motivated focus of attention in order to limit
the amount of (video) data processing. By allowing qual-
ity measures in the recognition process we can ignore
some datastreams and/or call upon another modality or
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sensor to support the recognition process. In the cur-
rent version of our system, audio and video streams are
used continuously to process the data. In many cases this
means processing irrelevant data and overloading the sys-
tem.

• For better identification and tracking results we will ex-
periment with the fusion of the different modalities, using
different methodologies (score level, decision level etc.),
to improve robustness. Also, modalities can be used to
support other modalities; e.g. the head pose module can
improve the results for the face recognition. We will ex-
periment with simple, limited-context discriminative pat-
terns. A typical example is the hair colour to identify per-
sons in the cases that the face is seen from the back, and
the face recognition module can not be used.

• Finally, we want to improve our visualization modules.
Determining the orientation and focus of attention is of
interest in several settings (e.g. museums). If the camera
projection matrices could be retrieved accurately, local-
ization data could be represented in a 3D virtual environ-
ment in real-time. Diverse types of interaction modules
can be integrated to the system. Orientation of people can
be tracked by letting people wear objects with inertial ori-
entation sensors or digital compasses, or by tracking the
walk trajectory and predicting the next move.
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3D FACE RECOGNITION PERFORMANCE UNDER ADVERSARIAL CONDITIONS
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ABSTRACT

We address the question of 3D face recognition and expression
understanding under adverse conditions like illumination, pose,
and accessories. We therefore conduct a campaign to build a
3D face database including systematic variation of poses, dif-
ferent types of occlusions, and a rich set of expressions. The
expressions consist of a judiciously selected subset of Action
Units as well as the six basic emotions. The database is de-
signed to enable various research paths from face recognition
to facial landmarking and to expression estimation. Preliminary
results are presented on the outcome of three different landmark-
ing methods as well as one registration method. As expected,
observed non-neutral and non-frontal faces demand new robust
algorithms to achieve an acceptable performance.

KEYWORDS

3D face database – Facial expressions – Facial landmarking –
Face recognition

1. INTRODUCTION

The history of automated face recognition dates back to the early
1960s. The overwhelming majority of these techniques are based
on 2D face data. The early approaches were focused on the ge-
ometry of key points (eyes, mouth and nose) and relations be-
tween them (length, angles). In the 1990s, the principal compo-
nent analysis (PCA) based eigenface algorithm was introduced
and it became a standard reference in face recognition. De-
spite the plethora of 2D algorithms, there is not yet a fully reli-
able identification and verification method that can operate un-
der adverse conditions of illumination, pose, accessories and ex-
pression. Two solutions to this impasse consist in i) Exploring
new modalities, such as 3D facial data; ii) The use of multi-
biometrics, that is, the employment of more than one biometric
modality and their judicious fusion.

Recently face recognizers using 3D facial data have gained
popularity due to their lighting and viewpoint independence.
This has also been enabled by the wider availability of 3D range
scanners. The 3D face processing can be envisioned as a sin-
gle modality biometric approach in lieu of the 2D version or in
a complementary mode in a multi-biometric scheme. Another
goal application of 3D facial data is the understanding of facial
expressions in an affective human-computer interface.

Based on the ideas above, two main goals are addressed in
this project:

1.1. 3D Recognition of Non-cooperative Persons

Most of the existing methods for facial feature detection and per-
son recognition assume frontal and neutral views only. In these
studies data are therefore collected from cooperative subjects,
who expose their faces in a still position in front of the scanner,
frontal poses, and avoid extreme expressions and any occluding
material. This may be uncomfortable to subjects. In fact, the
second generation techniques vie for improved quality of life
via biometry, hence enrollment and updating should proceed in
ways that do not encumber the subject. On the other extreme, a
subject, aware of person identification cameras, may try to es-
chew being recognized by posing awkwardly and worse still, by
resorting to occlusions via dangling hair, eyeglasses, facial hair
etc. Also, the 3D data may have different translation, rotation or
scaling due to the controlled environmental parameters such as
the acquisition setup and device properties. Both the natural, un-
controlled behaviour of subjects and the mimics and acrobatics
of the eschewer seriously damage the performance of both 2D
and 3D recognition algorithms. Furthermore, we believe that
3D capture of face data can mitigate significantly most of these
effects. Using a database built specifically for this purpose, we
test the performance of 3D face identification algorithms as well
as those of automatic landmarking and registration under non-
frontal poses, in presence of facial expression, gestures and oc-
clusions.

1.2. Facial expression understanding

Understanding of facial expressions has wide implications rang-
ing from psychological analysis to affective man-machine inter-
faces. Once the expression is recognized, it can also be neutral-
ized for improved person recognition. Automatic recognition of
facial expressions is challenging since the geometry of the face
can change rapidly as a result of facial muscle contractions. Ex-
pressions are often accompanied by purposeful or involuntary
pose variations of the subject’s face. 3D representation of the
human face contains more information than its 2D appearance.
We conjecture that not all shape changes on the facial surfaces
due to expressions are reflected in the 2D images. Certain sur-
faces deformations, bulges and creases, especially in the smooth
areas of the face, are hard to track in 2D while they are apparent
on 3D data.

Among the facial signal processing problems, we want to
address to the above stated goals by providing solutions to the
following problems:
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1.3. 3D face registration

3D shapes need to be aligned to each other and should be brought
into a common coordinate frame before any comparative analy-
sis can be made. The 3D face registration is the process of defin-
ing a transformation that will closely align two faces. First of all,
the permissible transformations should be set. Rigid transforma-
tions allow only for translation, rotation or scaling. Non-rigid
transformations go one step further and allow patchwise defor-
mation of facial surfaces within the constraints of estimated lan-
ndmark points. Secondly, a similarity measure should be de-
termined that favors successful recognition. Different similar-
ity measures are possible for registration techniques such as the
point-to-point or point-to-surface distances.

1.4. 3D face landmarking

Facial landmarks are essential for such tasks as face registra-
tion, expression understanding and any related processing. In
general, registration process is guided by a set of fiducial points
called landmarks [1] that are used to define the transform be-
tween two surfaces. The registration techniques that are exam-
ined in the scope of this project make use of a set of landmark
points that are labeled for each face surface to be aligned. Pre-
liminary studies of landmarking of uncontrolled facial expres-
sions [2] indicate that it remains still as an open problem.

1.5. 3D facial expression and face recognition database con-
struction

There are very few publicly available databases of annotated 3D
facial expressions. Wang et. al [3] studied recognition of ex-
pressions by extracting primitive surface features that describe
the shape. They use their database dedicated to expressions BU-
3DFE [4]. It includes only emotional expressions (happiness,
surprise, fear, sadness, anger, disgust) with four intensity levels
from 100 people.

In this project, we aim to study a more comprehensive set of
expressions by covering many expressions based on Facial Ac-
tion Coding System (FACS) [5] in addition to the six basic emo-
tional expressions. There are 44 Action Units (AUs) defined in
FACS. AUs are assumed to be building blocks of expressions,
and thus they can give broad basis for facial expressions. Also,
since each of them is related with activation of distinct set of
muscles, they can be assessed quite objectively. We also include
various poses and occlusion conditions. We have collected data
from 81 subjects, preprocessed and manually landmarked the
data. We have defined the metadata standard. We have also
performed basic registration and classification tests. This multi-
expression and multi-pose database, which will eventually be
made public, will be instrumental in advancing the expression
analysis research and develop algorithms for 3D face recogni-
tion under adverse conditions.

The rest of the report is as follows: Section 2 describes
the database content, and the database structure is detailed in
Section 3. Section 4 gives the necessary details of the data ac-
quisition setup. Landmarking issues are dealt in two separate
sections: Section 5 and 6, respectively, presents manual land-
marking and automatic landmarking techniques. The 3D face
registration method applied to our database is given in Section
7. Finally, Section 8 shows the performance results of registra-
tion, automatic landmarking and recognition. Conclusions are
drawn in Section 9.

2. DATABASE CONTENT

In this project, on the one hand we model attempts to inval-
idate 3D face recognition and any other effort to mislead the
system or to induce a fake character. To this effect, we capture
3D face data imitating difficult surveillance conditions and non-
cooperating subjects, trying various realistic but effective occlu-
sions and poses. On the other hand, we collect 3D facial data
corresponding to various action units and to various emotional
expressions.

The database consists of 81 subjects in various poses, ex-
pressions and occlusion conditions. The images are captured
using Inspeck Mega Capturor II [6], and where each scan is
manually labeled for facial landmark points such as nose tip,
inner eye corner, etc. Our database has two versions:

• Database1 is designed for both expression understanding
and face recognition. Here there are 47 people with 53
different face scans per subject. Each scan is intended
to cover one pose and/or one expression type, and most
of the subjects have only one neutral face, though some
of them have two. Totally there are 34 expressions, 13
poses, four occlusions and one or two neutral faces. In
addition, Database1 also incorporates 30 professional ac-
tors/actresses out of 47, which hopefully provide more
realistic or at least more pronounced expressions.

• Database2 includes 34 subjects with only 10 expressions,
13 poses, four occlusions and four neutral faces and four
neutral faces, thus resulting in a total of 31 scans per sub-
ject.

The majority of the subjects are aged between 25 and 35. There
are 51 men and 30 women in total, and most of the subjects are
Caucasian.

This database can be used for automatic facial landmark de-
tection, face detection, face pose estimation, registration, recog-
nition and facial expression recognition purposes. Hence we
also labeled facial fiducial points manually, and provide this in-
formation with the database.

In the following subsections, the collected facial expres-
sions, head poses and occlusions are explained.

2.1. Facial Expressions

We have considered two types of expressions. In the first set,
the expressions are based on AU of the FACS [5]. However,
within this project a subset of them, which are more common
and easier to enact, is considered. The selected action units are
grouped into 19 lower face AUs, five upper face AUs and three
AU combinations. It is important to note that, for some subjects
properly producing some AUs may not be possible, because they
are not able to activate related muscles or they do not know how
to control them. Therefore, in the database some expressions
are not available for some subjects. Also, unless all the acquired
AUs are validated by trained AU coders, the captured AUs can
not be verified.

In the second set, facial expressions corresponding to cer-
tain emotional expressions are collected. We have considered
the following emotions: happiness, surprise, fear, sadness, anger
and disgust. It is stated that these expressions are universal
among human races [7].

During acquisition of each action unit, subjects were given
explications about these expressions and they were given feed-
back if they did not enact correctly. Also to facilitate the instruc-
tions, a video clip showing the correct facial motion for the cor-
responding action unit is displayed on the monitor [8, 9]. How-
ever, in the case of emotional expressions, there were no video
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1. Lower Face Action Units

• Lower Lip Depressor - AU16

• Lips Part - AU25

• Jaw Drop - AU26

• Mouth Stretch - AU27 (*)

• Lip Corner Puller - AU12 (*)

• Left Lip Corner Puller - AU12L

• Right Lip Corner Puller - AU12R

• Low Intensity Lip Corner Puller - AU12LW

• Dimpler - AU14

• Lip Stretcher - AU20

• Lip Corner Depressor - AU15

• Chin Raiser - AU17

• Lip Funneler - AU22

• Lip Puckerer - AU18

• Lip Tightener - AU23

• Lip Presser - AU24

• Lip Suck - AU28 (*)

• Upper Lip Raiser - AU10

• Nose Wrinkler - AU9 (*)

• Cheek Puff - AU34 (*)

2. Upper Face Action Units

• Outer Brow Raiser - AU2 (*)

• Brow Lowerer - AU4 (*)

• Inner Brow Raiser - AU1

• Squint - AU44

• Eyes Closed - AU43 (*)

3. Some Action Unit Combinations

• Jaw Drop (26) + Low Intensity Lip Corner
Puller

• Lip Funneler (22) + Lips Part (25) (*)

• Lip Corner Puller (12) + Lip Corner Depressor
(15)

4. Emotions

• Happiness (*)

• Surprise

• Fear

• Sadness

• Anger

• Disgust
The expressions marked with (*) are available in both Database1 and
Database2, but the others are only found in Database1.

Table 1: Lower face action units.

or photo guidelines so that subjects tried to improvise. Only if
they were able to enact, they were told to mimic the expression
in a recorded video. Moreover, a mirror is placed in front of the
subjects in order to let them check themselves.

Figure 1: Lower Face Action Units: lower lip depressor (a), lips
part (b), jaw drop (c), mouth stretch (d), lip corner puller (e),
low intensity lower lip depressor (f), left lip corner puller (g),
right lip corner puller (h), dimpler (i), lip stretcher (j), lip corner
depressor (k), chin raiser (l), lip funneler (m), lip puckerer (n),
lip tightener (o), lip presser (p), lip suck (q), upper lip raiser (r),
nose wrinkler (s), cheek puff (t).

Figure 2: Upper Face Action Units: outer brow raiser (a), brow
lowerer (b), inner brow raiser (c), squint (d), eyes closed (e).

Figure 3: Some Action Unit Combinations: lip corner puller +
lip corner depressor (a), jaw drop + lip corner puller (b), lip
funneler + lips part (c).

Figure 4: Emotional expressions: happiness (a), surprise (b),
fear (c), sadness (d), angry (e), disgust (f).

The total of 35 expressions consist of 19 AUs belonging to
lower part of the face (Fig. 1), five AUs from the upper face
(Fig. 2), three AU combinations (Fig. 3) and six emotional
expressions (Fig. 4) as listed in Table 1. In these tables, the
expressions marked with (*) are available in both Database1 and
Database2, but the others are only to be found in Database1.
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Figure 5: Poses: neutral pose (a); yaw rotations of +10◦ (b),
+20◦ (c), +30◦ (d), +45◦ (e), +90◦ (f), -45◦ (g) and -90◦ (h) re-
spectively; pitch rotations of strong upwards (i), slight upwards
(j), slight downwards (k), strong downwards (l); bottom-right
(m) and upper right (n).

2.2. Head Poses

Various poses of head are acquired for each subject (Fig. 5).
There are three types of head which are seven angles of yaw,
four angles of pitch, and two cross rotations which incorporate
both yaw and pitch. For the yaw rotations, subjects align them-
selves by rotating the chair on which they sit to align with straps
placed on the floor corresponding to various angles. For pitch
and cross rotations, we requested the subjects to look at marks
placed on the walls by turning their heads only (i.e., no eye ro-
tation). Thus, we can obtain a coarse approximation of rotation
angles. The head poses are listed Table 2.

1. Yaw Rotations

• +10◦

• +20◦

• +30◦

• +45◦

• +90◦

• -45◦

• -90◦

2. Pitch Rotations

• Strong upwards

• Slight upwards

• Slight downwards

• Strong upwards

3. Cross Rotations

• Yaw and pitch 1 (approximately 20◦ pitch and
45◦ yaw)

• Yaw and pitch 2 (approximately -20◦ pitch and
45◦ yaw)

Table 2: Head poses

2.3. Occlusions

This database also contains several types of occlusions that are
listed in Table 3 and shown in Fig. 6.

For the occlusion of eyes and mouth, subjects choose a nat-
ural pose of themselves; for example, as if they were cleaning

Figure 6: Occlusions: eye occlusion (a), mouth occlusion (b),
eye glasses (c), hair (d).

• Occlusion of eye with hand - as natural as possible

• Occlusion of mouth with hand - as natural as possible

• Eye glasses (not sunglasses, normal eyeglasses)

• Hair

Table 3: Occlusions

their eyes or they were surprised by putting their hands over their
mouth. Second, for the eyeglasses occlusion, we made so that
subjects used different eyeglasses from a pool. Finally, if sub-
jects’ hairs were long enough, we have also scanned their faces
with hair partly occluding their face.

3. THE STRUCTURE OF THE DATABASE

In many image retrieval database applications two approaches
are widely used. One is storing any image-like data onto hard
disk and the rest of the data to an RDBMS (Relational Database
Management System) while the second approach is storing im-
age and its metadata directly on the hard disk. While the first
one provides easy querying, it has the disadvantage of using
and managing third-party RDBMS software. Also not every
RDBMS may work properly in cross-platform systems. In addi-
tion it necessitates knowledge of using SQL (Structured Query
Language). We suspect that not all researchers are well versed
in SQL. For these reasons we decided to use the second alterna-
tive, that is, storage of images and their metadata on the hard-
disk. For this purpose, data storage and mapping structures are
designed and a traditional database design used in RDBMSs is
considered. In this design we make use of primary key and weak
referencing. A primitive referential integrity is used inside the
software for preventing redundancy and making relations be-
tween tree-like structures. The first version of the design is given
in Appendix 12.1.

One can map the entire database and the storage structure
based on the above design. We choose to use XML structure in
data storage because in addition to having a human readable for-
mat XML is also commonly used in non RDBMS applications
in the recent years. A record is a row in a table, each column
in a record shows us an attribute of the record. Every table de-
fines its attributes and lists its data after declaration of attributes.
Content of the subject table exported from Subject.xml is given
as an example in Appendix 12.2.

Populating the database manually is always very hard and
thus a problematic application. One can easily commit errors
during acquisition and processing stages. In order to overcome
this problem we decided to write a program using our database
structure which helps the acquisition application. Class diagram
of the program shows that it is a general time-saving stratagem.
Initial class designs involve inheritance of the form structures
for easy usage and also involve usage of basic anti-patterns like
Singleton for assuring that only single instances of Business
Classes exist inside the program for managing data sessions. A
schema of the class diagram is found in Fig. 7.
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Figure 7: A schema of the class diagram. Business classes
are used for constructing the objects like Subject, Session and
Records. Since these objects are used as object construction ar-
chitecture, each class has its persistency structure, letting it to
be written to database in any change. This is a standard mech-
anism called “Reflection” in “Object Relational”

In order to write a quick code in limited time we decided to
use .net 2.0 framework and C# as the programming language.
We couldn’t try the cross platform compatibility of the code us-
ing Mono in Linux, but we’ve implemented the code in cross
platform manner. The LandMark querying part of the software
is finished for the use of participants during Manual - Auto-
matic Landmarking comparisons. For landmarking users have
no chance but add the destination directory names as input to
their software. After using our software user will be able to
query the system by gender, occlusion or any structure they want
and save the results to a document which can be input to their
implementations. After having such an input document they can
easily test their algorithms on the data they exactly want. While
querying and finding the data directory paths is working prop-
erly, exporting this structure to an input file will be implemented
with the acknowledgements coming from the users who want to
test their landmarking algorithms on the database. Some screen
shots of the software is shown in Fig. 8, 9 and 10.

As a conclusion, the proposed database structure does not
need any third-party component or querying structure. Since
it is XML based, it is human readable, and can also be used
in many acquisition database structures owing to its easy and
generic implementation. We hope the structure we’ve proposed
will evolve and become a database structure for similar research
applications.

4. DATA ACQUISITION

Facial data are acquired using Inspeck Mega Capturor II 3D,
which is a commercial structured-light based 3D digitizer de-
vice [6]. It is able to capture a face in less than a second. Our
acquisition setup is displayed in Fig. 11. Subjects are made to
sit at a distance of about 1.5 meters away from the 3D digitizer.
To obtain a homogenous lighting directed on the face we use a
1000W halogen lamp without any other ambient illumination.
However, due to the strong lighting of this lamp and the de-
vice’s projector, usually specular reflections occur on the face.
This does not only affect the texture image of the face but can
also cause noise in the 3D data. To prevent it, we apply a spe-
cial powder to the subject’s face which does not change the skin

Figure 8: User can insert new subjects to the database from this
screen; editing or deleting previously saved subjects is also done
from here.

Figure 9: User can insert the action units used during posing
from this screen. Each action unit, its code and explanation
has to be inserted. This also lets user to relate his/her action
units to be used in their landmarking study to general struc-
ture. This part is vital for researchers for choosing their own
database structure to be used in their landmarking algorithms.

color. Moreover, during acquisition, each subject wears a band
to keep his/her hair above the forehead. This also simplifies the
segmentation of face before 3D reconstruction.

The on-board software in the scanner is used for acquisition
and 3D model reconstruction. Inspeck’s 3D digitizer is based
on an optical principle, which combines Active Optical Trian-
gulation and Phase Shifted Moir (Fig. 12). The surface of the
object must reflect light back to the 3D digitizer. Hence trans-
parent surfaces (like glass) can not be scanned. Certain fringe
patterns, that are shifted versions of each others, are projected
on the 3D surface of an object, and as a result these patterns are
deformed according to object surface. In the Inspeck’s system, a
fringe pattern is in the form of straight vertical lines. All the 3D
information is extracted from these deformed patterns. During
acquisition we employed usually four fringe patterns. However,
sometimes we preferred to use three to diminish the effect of
motion for some subjects.

Once the raw data are acquired, three stages of processing
(called PreProcessing, Processing and PostProcessing in the de-
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Figure 10: Querying of the image data of manual landmarks and
sorting due to subject or pose. User can query the data paths
related to subject and their poses to be used in landmarking.
Software user can select the subjects and the action units he/she
wants to relate during landmarking. This query returns the user
paths of the data they want to use.

vice’s jargon) are carried out to obtain the 3D information (Fig.
13). In the PreProcessing stage, first the phase function is cal-
culated (top right image in Fig. 13). Consequently the depth
information is measured by using some reference points, called
parallax points (top left image in Fig. 13). Most of the time we
allowed the Inspeck software to detect these parallax points au-
tomatically; however, we reverted to manual marking in case of
doubt. Next, an Interest Area is selected for the face image. We
set this zone manually by creating one or more polygons that de-
fine it (top middle image in Fig. 13). A clearly defined Interest
Area is very helpful to remove the background clutter. Thus we
can cancel out extra streaks, which come from the digitizing of
the background area.

After segmenting the face, phase unwrapping operation is
performed to obtain 3D data in the Processing stage. However,
during phase unwrapping some discontinuity errors, which are
erroneous depth levels associated with discontinuous surfaces,
may occur. The verified discontinuities are fixed by sequential
push or pull operations.

Finally in the Post-Processing stage, the so-far processed
data, currently in machine units, is converted to a data set in
geometric parameters (millimeters). To convert the data into
milimeters we determine a reference from a set of candidate
reference (parallax) points. Generally, the point which has the
highest confidence value is selected and the geometric parame-
ters of the other points in the image are determined accordingly.
Also, in this stage we sometimes perform simple filtering op-
erations to correct slight optical distortions. Whenever serious
distortions occurred we preferred to re-capture the data.

The result is exported in the form of “.net” file, which is a
specific file format for the data-processing software of Inspeck
Inc. [6]. The output file stores the 3D coordinates of the vertices
together with color information as a related separate texture out-
put file in “.bmp” format.

Since there might be problems for some of the scans, FAPS
preprocessing has been done simultaneously with data acqui-
sition. If a problem is observed on the data then that scan is
repeated on the spot. Some commonly occurring problems are
as follows (Fig. 14):

• Movement during acquisition: The Inspeck hardware is

Figure 11: Acquisition setup. At the left 3D Digitizer, which is
mounted on a tripod, is seen. A mirror, an LCD display and a
1000W halogen lamp are placed below, above and behind of it
respectively. A seat is positioned about 1.5 meters away from
the 3D Digitizer. On the floor, just below the seat, yellow straps
are placed according to rotation angles.

Figure 12: 3D model reconstruction. On the left are the raw data
containing texture and 4 frames with shifted fringe pattern. The
last picture shows parallax points. After processing by Inspeck
Faps software we obtain the 3D model.

adjusted to capture four pictures that later constitute the
raw data for 3D face images and one more picture of tex-
ture image. During acquisition, the subject must stay still
(better hold the breath), so that the pictures are consistent
with each other. Otherwise the wavelike defects occur
globally around the face. In this case the acquisition is
repeated.

• Hair occlusion: Fringes projected on hair becomes unde-
tectable, hence the corresponding parts on the 3D image
is noisy. Hair occluded parts are included in the face seg-
mentation, since avoiding them is not possible. However,
with smoothing operation we can obtain less noisy data.

• Hand occlusion and open mouth: In the case of hand
occlusion and open mouth, depth level changes sharply
over the edges, causing a discontinuous fringe pattern. In
the 3D image, hand and tongue are constructed at wrong
depth levels.

• Facial hair and eyes: Beards, eyebrows and eyelashes
cause small fluctuations. Also eyes can not be kept con-
stant because of high light intensity, resulting in a spiky
surface on the eyes. These problems are ignored, not ad-
ditional filtering processes are applied.

• Eyeglasses: Fringe pattern can not be reflected back from
transparent surfaces. Eyeglasses seem to deform the area
they cover on the face. The resulting noisy surface is
included in the face segmentation.
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Figure 13: Reconstruction by FAPS. Pre-processing (top row),
processing (middle row) and post-processing (bottom row)
stages. Top row: Parallax points, polygon to define the region
of interest, phase image. Middle row: Depth image, parallax
points, 3D shape, 3D texture. Bottom row: A scanned phase
from different view points after post-processing such as hole fill-
ing.

5. MANUAL DATA LANDMARKING

All of our face images are landmarked manually in order to be
used in various training and testing methods as ground truth.
On each face scan, 24 points are marked provided that they are
visible in the given scan. The landmark points are listed in Table
4 and shown in Fig. 15.

1. Outer left eye brow 2. Middle of the left eye brow
3. Inner left eye brow 4. Inner right eye brow
5. Middle of the right eye brow 6. Outer right eye brow
7. Outer left eye corner 8. Inner left eye corner
9. Inner right eye corner 10. Outer right eye corner
11. Nose saddle left 12. Nose saddle right
13. Left nose peak 14. Nose tip
15. Right nose peak 16. Left mouth corner
17. Upper lip outer middle 18. Right mouth corner
19. Upper lip inner middle 20. Lower lip inner middle
21. Lower lip outer middle 22. Chin middle
23. Left ear lobe 24. Right ear lobe

Table 4: Landmark points manually labeled on each scan.

Landmarking software is implemented as a MATLAB GUI.
This software is designed so that all landmark points can be
marked guided by a reference template image for the landmarks
in Fig. 15. This scheme helps us avoid errors which can oc-
cur when marking many landmark points over lots of images.
The 3D coordinates corresponding to the 2D marked points on
the texture image is extracted automatically using this software.
Here we make the assumption that 2D image and 3D data are
registered although they are not 100% registered.

Figure 14: Commonly occurring problems during image acqui-
sition and face reconstruction. At top of the figure, noise due to
hair, movement, and facial hair is seen on the face scans. At the
bottom left, a mistake in the depth level of the tongue, and at the
right, its correction is displayed.

Figure 15: Manually marked landmark points.

In the end of manual landmarking, we obtain 2D and 3D
locations of 24 facial fiducial points for every scan of every sub-
ject. The landmark data structure is stored in a MATLAB “mat”
file, one for each subject. The same data is also saved in “text”
file format in order not to force the users to MATLAB.

6. AUTOMATIC LANDMARKING

Face detection, normalization or registration should be performed
before any face recognition algorithm. ICP (Iterative Closest
Point) [10] and TPS (Thin Plate Spline) [11] are the mostly used
3D to 3D registration methods. However, they perform well
only when the models being registered are very close to each
other since these methods are sensitive to initialization condi-
tions. Thus, a rough registration should be performed before the
fine registration by ICP or TPS methods.

Colbry, Stockman and Jain [12] proposed a rough regis-
tration method based on 3D anchor points detected from the
face data before application of ICP. They detected facial fea-
tures based on their shape indexes, intensity values and spatial
relations where they used both 3D shape and 2D image outputs
of the scanner in order to locate anchor points. Similarly, Lu and
Jain [13], Chang et. al. [14] and Boehnen and Russ [15] used
3D and 2D information together in order to extract facial anchor
points. In most of these methods, detection usually starts from a
single point and then followed by an order of other points. For
example in [13], first nose was needed to be detected so that the
eye and mouth corners could be detected next. Nose tip was
detected as follows: First, pose was quantized into some num-
ber of angles. Then, the point with the maximum projection
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value along the corresponding pose direction was found. Fi-
nally, based on the nose profile, the best candidate for a nose tip
was selected. After locating the nose tip, other points are located
by considering the spatial relationships among the points, shape
indexes for these points obtained from 3D data and cornerness
for these points determined from the intensity image. In [14],
eye cavities were detected first by investigating the mean and
Gaussian curvature values and by using some heuristics. Then,
nose tip was detected as being a peak which has a spatial rela-
tionship with the eye pits. In [12], facial points are detected
based on their mean and Gaussian curvature values indepen-
dently and, again, to resolve between multiple detections, spatial
relations between the anchor points were considered. This was
done by a relaxation algorithm where some rules were used for
anchor points and relations between them in order to eliminate
incorrect sets of anchor points.

In this project we applied three different methods for au-
tomatic landmarking. There are 24 goal landmark points each
of which is marked manually on the ENTERFACE07 database.
Although seven of the landmark points are considered to be the
most fiducial ones, each method deals with its own set of points.
The three competitor methods are briefly described below and
their test results are presented in Section 8 (Testing and Evalua-
tion Section).

6.1. Statistical Automatic Landmarking (SAL)

This method exploits the face depth maps obtained by 3D scans.
In the training stage, an incremental algorithm is used to model
patches around facial features as mixture models. These mix-
ture models are, in turn, used to derive likelihoods for landmarks
during testing [16]. The likelihood tests yield the seven fiducial
feature points (inner and outer eye corners, nose tip and mouth
corners) and the remaining 15 landmarks are estimated based on
the initial seven fiducial ones by back-projection. For enhanced
reliability, the seven landmarks are first estimated on a coarse
scale, and then refined using a local search [17]. Furthermore,
incorrect localizations are detected and fixed with the GOLLUM
Algorithm [18]. GOLLUM Algorithm uses smaller number of
points to check all point localizations. The assumption is that
these points contain statistically discriminatory local informa-
tion, and can be independently localized. An example result is
shown in Fig. 16.

In a second tier application of the GOLLUM algorithm, the
locations of 15 additional feature points are estimated. These
points are based on the coordinates of the seven fiducial ones.
The initial seven points contain richer statistically discrimina-
tory local information and can thus be independently localized,
whereas the remaining 15 points have much weaker image evi-
dence around them, hence they need the structural information
of the former ones. In Fig. 17 all of these landmark points are
shown.

Figure 16: Depth map of the face image (a), statistically located
feature points (b) and corrected feature points on the face (c).

Figure 17: A total of 22 feature points is landmarked (b) by
using automatically landmarked 7 feature points (a).

6.2. Robust 2D Landmarking (RL)

This method is quite similar to the method described in previ-
ous subsection, in that it is also a two-tier method which cap-
tures first the seven fiducial landmarks. It also proceeds from
an initial coarse evaluation on 80x60 images to a refined version
of 640x480 resolution images. The fiducial ones are the four
eye corners, the tip of the nose, and the two mouth corners [2].
This method differs from the one in previous subsection as fol-
lows: we use templates for each landmark consisting of a subset
of DCT coefficients and we obtain scores (likelihoods) employ-
ing SVM classifiers. In the coarse localization, 8x8 DCT blocks
are extracted and trained separately for each facial landmark.
We permit initially four candidates corresponding to the highest
peaks in the matching score map of each landmark. This is in
order not to miss any feature points. The 4x7 = 28 landmark
candidates are reduced to a final seven based on an exhaustive
graph search technique. Two methods are proposed for this task:
Probabilistic Graph Model-I and Probabilistic Graph Model-II.
In PGM-I, we first find a subset of the most reliable landmarks
based on the anthropomorphic data learned during a training ses-
sion and then estimate the position of the missing landmarks. On
the other hand, PGM-II is designed for simpler scenarios, with-
out variety in illumination and poses. It systematically searches
for the seven feature landmark among the four peaks of the sim-
ilarity score map. Facial feature landmarks are determined ac-
cording to companion features, called the support set for that
feature. Once the coarse-stage landmarks are located we pro-
ceed with the refinement stage on the original high-resolution
image. The search proceeds with a 21x21 window from around
the coarse localization points. Each configuration formed by re-
liable landmarks is set to origin, scaled to a fixed length and ro-
tated. Since this procedure makes the configuration independent
of the pose and scale of the face, this algorithm achieves high
accuracy even under various poses and for this reason is called
robust 2D landmarking. In our future work, we aim to apply
this method to 3D scans and extend our algorithm to cover the
remaining 15 features as the method in the previous subsection.

6.3. Transformation Invariant 3D Feature Detection (TIFD)

In transform and scale invariant feature detection algorithm, 3D
fundamental elements such as peaks, pits and saddles are ex-
tracted with their scale information from the 3D scan data. With
a predefined graph structure based on a group of fundamental el-
ements and their special relationships, we can construct a topol-
ogy of these elements which could then be used to define the
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object. And this graph structure can be used for object detec-
tion, registration and recognition purposes.

The method finds the mean (H) and Gaussian (K) curvatures
[10, 13] on the surface. Afterwards using Gaussian pyramiding,
the H and K values are computed for the higher scales. In all of
the scale levels, fundamental elements (peaks, pits and saddles)
are found using H and K values as in [10, 13]. In Fig. 18, the
higher levels of these fundamental elements are depicted with
color (blue: peak, cyan: pit, red: saddle ridge, yellow: saddle
valley) and are shown on the 3D surface. We name this 3D vol-
ume a “UVS space” where “u” and “v” are surface coordinates
and “s” is for scale. By extracting the connected components in-
side this UVS volume, we obtain the fundamental elements with
their position and scale information. The details of the algorithm
are given in [19] and [20].

For the ENTERFACE’07 project, we have created a 3D topol-
ogy for the human face as formed by one peak, two pits and one
saddle which represent the nose, the eye pits and the nose sad-
dle, respectively. A four node graphical model is constructed
where each fundamental element is a node in the graph and spa-
tial relationships between the fundamental elements are carried
by the edges between the nodes. The spatial relations between
a node couples are the position difference between the nodes
normalized by scale, normal difference between the nodes and
scale difference. These values are modeled statistically from the
training scans. Then during testing, a graph search is accom-
plished on the topology obtained from the test scans. As the
topology for a human face is formed as having two eye pits, one
nose saddle and one nose peak, among the 1peak-2pits-1saddle
combinations, the most probable combination is selected as the
correct model.

Thus, using this restricted topology, we can detect two in-
ner eye corners, middle of nose saddle and top of the nos. These
differ from the labeled landmark points but the latter can be ex-
trapolated easily. Since the location of face is found in the 3D
scan data as well as landmark points, pose estimation and regis-
tration can be performed easily afterwards.

Figure 18: Left: 3D surface structure centers colored by their
types (blue: peak, cyan: pit, red: saddle ridge, yellow: saddle
valley) and the graph representing the face, Right: UVS volume
shown over the 3D data. Each level represents a layer in the
scale space. Connected components are found inside this vol-
ume in order to extract the fundamental elements, namely peaks
(blue), pits (cyan), saddle ridges(red) and saddle valleys (yel-
low).

7. AFM BASED ICP REGISTRATION

In any 3D face processing, be it face recognition or expression
understanding, the registration of faces is a crucial step. ICP (It-

erative Closest Point) [10] and TPS (Thin Plate Spline) [11] are
the most frequently used 3D-to-3D registration methods. How-
ever, these methods perform satisfactorily only when the models
to be registered are very close to each other since these methods
are initialization dependent. Thus, a coarse registration is a must
before any further fine registration via ICP or TPS methods. And
this coarse registration is usually obtained by automatic land-
marking defined in the previous section.

Even though Iterative Closest Point algorithm has a high
computational cost, its ease of implementation and accurate end-
results make it a preferred method in the registration of 3D data.
The ICP method finds a dense correspondence between a test
surface and a gallery surface by transforming the test surface to
fit the gallery while minimizing the mean square error [10]. The
transformation is rigid, consisting of a translation and a rotation.
Because this transform with six degrees of freedom is nonlinear,
the error minimization problem has to be solved by means of
iterative methods.

The most accurate results obtained so far in the literature,
make use of a one-to-all registration in which a test shape is
aligned separately to each of the faces in the gallery and the test
face is compared to each gallery face separately. To overcome
the computational cost of one-to-all registration, in [21] it was
proposed to use an average face model (AFM). In the registra-
tion with AFM, a single registration of a test face is adequate to
align it with all the pre-registered faces in the gallery. Motivated
by this work on registration via AFM, in [22] it was proposed
to use multiple AFMs for different facial categories to increase
the accuracy of registration. Multiple AFMs can be achieved
either by manually grouping the faces into different categories
or by clustering them into classes in an unsupervised manner.
The latter approach is a more accurate one, in which the dis-
criminating facial properties existing in the dataset are acquired
automatically. Although this method was not used during eN-
TERFACE’07, it is particularly suited to the dataset because of
its many inherent variations. We will apply it in the future.

8. TESTING AND EVALUATION

The database of 3D face scans have been processed with condi-
tioning operations. In addition, they contain ground-truth land-
marks; hence they can potentially be used for testing in various
tasks such as face detection, automatic facial feature detection,
registration, face recognition and facial expression estimation.
During the eNTEFACE’07 project we have limited ourselves to
testing automatic landmarking and registration algorithms due
to time limitations. Work on other tasks will be completed in
the near future.

8.1. Landmarking Tests

For the comparative evaluation of landmark localizers, we have
used a normalized distance. We divided the localization error,
measured as Euclidean distance between the manually marked
and automatically estimated landmark positions by the inter-
ocular distance. A landmark is considered correctly detected
if its deviation from the true landmark position is less than a
given threshold, called the acceptance threshold. This thresh-
old itself is typically a percentage of the inter-ocular distance.
Curves obtained in this manner are used to present the success
of the algorithms (Fig. 19, 21 and 22).

For automatic landmarking tests, we chose 66 subjects that
possessed multiple frontal and neutral poses. The same subjects
were used for both training and testing. More specifically, we
trained our algorithms using one neutral frontal pose from each
subject, and then tested it using alternate neutral frontal poses,
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which were not used for training. In addition, we also tested the
landmarking on three difficult categories: one from action units
(open mouth, AU27), one from rotations (+20◦ yaw) and one
from occlusion scans (mouth occlusion).

8.1.1. Statistical Automatic Landmarking (SAL)

In the training step of Statistical Automatic Landmarking, neu-
tral poses of 40 subjects, in our 3D Face & Expression Database,
have been used. To evaluate the success of the Statistical Auto-
matic Landmarking algorithm, a test set has been prepared. The
testing set consists of:

• 20 subjects for neutral pose

• 20 subjects for neutral pose with glasses,

• 20 subjects for neural pose with eye or mouth occlusion.

According to test results, it is seen that results with the neutral
pose with occlusion is better (Fig. 19). Because of the statistical
nature of the algorithm, initial landmarking step is processed
similarly for all poses. In other words, occlusion in the pose
does not affect statistical initial landmarking. After statistical
initial landmarking, fine localization process corrects the mis-
placed feature points by using the depth map. In this step, a pose
with occlusion can be corrected more efficiently than a neutral
pose. Because there are several local minimas around the mouth
in the neutral pose and this decreases the efficiency of the fine
localization algorithm. Namely, mouth occlusion (by hand) pro-
vides to get rid off local minimas around mouth. As a result,
we can say that if the pose and the pose angles are stable, this
approach gives good results for the poses with occlusions.

Figure 19: Statistical Automatic Landmarking test results. Re-
sults for neutral pose, with mouth occlusion and with eye glasses
occlusion is shown in as green, red and blue curves respectively.

8.1.2. Robust 2D Landmarking (RL)

In this section, we presented results of our automatic landmark-
ing algorithm tested on eNTERFACE Database. We have used
68 samples with neutral poses as training set. For each sam-
ple, DCT coefficients of manually landmarked points were com-
puted and then, we trained an SVM classifier with these coeffi-
cients. In order to verify the robustness of proposed algorithm,
we tested our classifier on samples with different poses. The
testing set consists of:

• 12 subjects for rotation (+10◦ yaw rotation),

• 28 subjects for facial action unit (mouth stretch),

• 28 subjects for eye or mouth occlusion.

In Fig. 20, output of the algorithm is shown for some represent-
ing poses. As expected, the best results are obtained for neutral
poses. In Fig. 21, performance of the feature localizer versus
acceptance threshold is given for three testing set. According to
results, the proposed method is more robust to facial expressions
and occlusion rather than rotation.

Figure 20: Landmarking outcomes of the automatic feature lo-
calizer for neutral pose, yaw, rotation, mouth stretch and eye
occlusion, respectively from left to right.

Figure 21: Performance of 2D Landmarking. Red: pose with
expression, Blue: mouth or eye occlusion, Green: rotation.

8.1.3. Transformation Invariant 3D Feature Detection (TIFD)

In order to test the performance of the TIFD method on the eN-
TERFACE’07 scans we have made some of experiments. Be-
forehand, we have trained the system using 66 neutral scans
taken from 66 different people. By training, we mean extrac-
tion of a statistical model for the relations between the nodes,
namely the nose peak, the nose saddle and the eye pits by train-
ing a Gaussian Mixture Model [20]. During testing, the method
searches for a quarted of a peak, a saddle and two pits which are
statistically similar in terms of relative scale and relative orien-
tation to the trained model of neutral scans.

For testing, we have used three groups of scans. The first
group included the scans with the expression of mouth open-
ing. Since opening the mouth does not change the locations of
the four nodes or does not occlude them, the success rates were
very high. We have used 25 models of different people having
this expression. In Fig. 22, red curve depicts the success rate
for this experiment. By success rate, we mean the average suc-
cess among all feature points. If the difference between the four
points of the detected quartet and their four originally marked
points are below a threshold, the success is “one” for that model;
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otherwise it is zero. The success rate is calculated among 25
models as an average and taking different error thresholds for
success, the curve is depicted.

The second model group included the faces with poses where
faces are rotated by 20◦ around the y-axis (yaw rotation). In
this case, the right eye pit gets occluded. However TIFD al-
gorithm still detects a pit near that region, but as center of the
eye pit is occluded, the localization slightly fails. As expected,
the success rates for the posed faces deteriorate due to this phe-
nomenon. We have used 24 posed models of different people. In
Fig. 22, green curve depicts the success rate for this experiment.

Finally we have tested the algorithm on mouth occlusion.
Mouth occlusion profoundly distorts the geometry of the facial
surface. On the other hand, since we have searched for the nose
peak, nose saddle and the eye pits and since these regions are not
occluded; the success rates for landmarking on these types of
scans were very high. We have used 19 mouth occluded models
of different people. In Fig. 22, blue curve depicts the success
rate for this experiment.

Figure 22: Performance 3D feature detection results with
(TIFD). Plot red: action unit (open mouth, AU27), green: one
from rotations (+20◦ yaw) and one from blue: occlusion scans
(mouth occlusion).

8.2. Registration Tests

The ICP registration based on the use of an AFM can be summa-
rized as in Fig. 23, where a test face is registered to an AFM be-
fore a comparison with the gallery faces that have already been
aligned with the model.

The depth image of the AFM generated from the first neu-
tral samples belonging to each subject is given in Fig. 24 (a).
The construction algorithm proposed by [22] is based on initial
alignment by Procrustes analysis and fine registration by TPS
warping.

To explore the effect of pose and facial action variations on
3D face recognition, four different face subsets were used for
registration and classification simulations. One subset consisted
of faces with a pose variation of 10 degrees. Another one was

Figure 23: The AFM-based registration approach.

Figure 24: The AFM constructed from neutral samples of FR
database. (a) The depth image for the AFM, (b) the AFM with
the calculated landmarks. These landmarks will be used for ini-
tialization in the registration phase.

the subset of faces with “jaw drop” facial action unit. The other
face subset had faces with eye(s) occluded. To compare the ef-
fects of these different facial variations, a subset of neutral faces
was also used in simulations. The gallery set consisted also of
neutral faces (but different samples from the neutral test sub-
set). The set of landmarks used for the initial registration by
Procrustes analysis can be seen in Fig. 24 (b). The initialization
of faces with eye occlusion was handled with fewer landmark
points that existed in each face (excluding the eye corners for
the eye that was occluded by hand). The seven landmarks (inner
and outer eye corners, the nose tip and the mouth corners) were
also used for initialization before TPS warping that is used for
AFM construction.

Faces in each test subset and the gallery were registered to
the AFM by ICP. The registered faces were also cropped ac-
cording to the average model. A classification simulation was
performed based on point set distance (PSD), which is an ap-
proximation to the volume difference between faces after regis-
tration. Each test face was classified as the closest gallery face.
The recognition rates for various ranks are plotted in Fig. 25.
In Table 5, the rank-1 recognition rates for each face subset are
given.

It is claimed that by using 3D data instead of 2D, pose vari-
ations can be eliminated. The registration is the key method to
overcome the problems that will arise from pose changes. As
seen from these results, a small pose variation can be eliminated
by ICP registration. The slight drop in recognition performance
is due to more noisy data when acquiring data with pose rota-
tion: The nose occludes one side of the face; and the resulting
holes are patched by post-processing, resulting in noisy data.
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In the case of eye occlusion, the initial alignment was handled
with fewer landmark points that were available in each face.
Nevertheless the registration was successful. The low recog-
nition rates were caused by the use of PSD for classification.
It would be more appropriate to use a parts-based representa-
tion that eliminates the affect of the occluding hand. In the case
of mouth opening, the registration was affected a little, while
the movement of landmarks belonging to the mouth area also
caused a transform for the whole face. Also the rigid structure
of ICP is effective in this case. The test face will be aligned
as much as possible to the AFM, but the open-mouth form will
be kept. Therefore in PSD calculations, the mouth area will
augment the distance values, causing the ill-effect on classifica-
tion results. As in occlusion, a parts-based representation would
have been more appropriate.

Figure 25: The recognition rates for various ranks and for dif-
ferent subset simulations.

Pose Occlusion Facial
Neutral Rotation (Eye) Action

(10◦) (Jaw Drop)
Rank-1 97.06 94.12 26.47 44.12

EER 5.75 8.73 44.52 23.84

Table 5: The Rank-1 recognition rates and EER values for each
face subset

9. CONCLUSION AND FUTURE WORK

As future work, we would like to investigate automatic meth-
ods for refining and validating the quality of hand-labeled land-
marks. As with all human-produced annotations, the landmarks
positioned by the labelers are subject to variation. This raises the
issue of inter-rater agreement across different raters. We would
like to perform appropriate inter-rater comparison and develop
automated methods for refining rater input.

The 3D database created during this month-long project will
be a very valuable resource for our future work on expression
analysis. Including many AUs from FACS and also the six emo-
tions, this database encompasses a rich set of facial deforma-
tions. Existing research has focused on recognizing prototypical
expressions (e.g., the so called six basic emotions). Poses con-
taining various action unit combinations will help us extend the
scope of automatic facial expression analysis. As future work,

we intend to explore how wider range of expressions can be rec-
ognized using 3D surface data.

The present face database will be put to three different tests:

• 2D-3D Expression Understandings: 3D information can
also be combined with the corresponding 2D texture to
improve recognition. Moreover, this database can be very
useful for developing algorithms that use 2D images for
expression recognition. Most existing 2D systems per-
form well with frontal face images but fail under consid-
erable out of plane head rotations. We would like to find
ways of exploiting 3D information to develop pose in-
dependent systems. Consequently, we expect to advance
the state of art in automatic expression recognition using
our database.

• Automatic 2D-3D Landmarking: Facial feature point lo-
calization is an intermediate step for registration, face
recognition and facial expression analysis. Since cor-
rect localization directly affects the performance of the
face analysis algorithms, landmarking should be robust
with respect to changes in illumination, pose and occlu-
sions. Although there have been advances in automatic
2D/3D landmarking algorithms, there are still open prob-
lems. For example, existing algorithms generally work
well with frontal and neutral poses; but fail in poses with
rotation and facial expressions. We envision the 3D data-
base to be a useful resource in the course of developing
and testing 3D-aided 2D or 3D automatic landmarking
algorithms that can deal with variations due to pose, illu-
mination and occlusions.

• Registration: This database; including different poses,
expressions and occlusions for each subject, is a good
test case for registration of faces. The facial surfaces cor-
responding to different facial groups can be tested to ex-
amine the effect of registration of each facial surface dif-
ference. Also the multiple AFM-based registration ap-
proach from [22] can be adapted to the different groups
in this database.
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12. APPENDICES

12.1. Database design

• Database:
(Since the whole system may be composed of different
databases we’ll have a structure called database.)

– DBID: Primary Key that will be given by system

– DBName Folder - Mapping to the initial folder struc-
ture of the database

– StartDate - If the different databases evolve this
may be needed for date retrievals

– EndDate

– SessionNumber

• Subject:

– SubjectID: Primary Key that’ll be given by system

– Name:

– Middle Name:

– Surname:

– Birth date:

– Gender:

– Profession: Actor or a normal human

– Approval for Publication:

• SessionList:

– List ID: Primary key.

– List of the sessions of the database. It will be situ-
ated under the database folder and will hold all the
session list structure necessary to undertake ses-
sion architectures.

– Folder record path of related session.

• Session:

– SessionID: Primary Key that’ll be given by system

– SubjectID: Refers to the subject table. ( referential
integrity a subject have many sessions / 1-n map-
ping)

– Facial Hair: Yes / No If facial hair then Facial Hair
situation Beard, Mustache, beard + mustache Fa-
cial Hair Degree Degree: 1 ( Low ) - 2 ( Normal ) -
3 ( very Much )

– Hair: 0 ( No hair ) - 1 ( Normal ) - 2 ( Very Much )

– Earing: Yes/No

– Session Folder: Maps to the version folder where
all the session data are located.
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– SessionDate

– SessionCode

– RecordFolder: Name of the folder holding the records
of the session.

• Action Unit:

– AUID - primary key

– Code - Code of the action unit

– Explanation

– Image Path

– Video Path

• Records:

– RecordID: primary key

– SessionID Referential integrity for finding the owner
session.

– AUID ( The ID of the record that comes from Ac-
tion Unit Table)

– recordfile name of the corresponding record file

– Applicable or Not? The stored 3D image is not
proper.

12.2. XML Based Subject Table Example

<?xml v e r s i o n = ” 1 . 0 ” s t a n d a l o n e =” yes”?>
<NewDataSet>

<xs : schema i d =” NewDataSet ” xmlns =”” xmlns : xs =” h t t p
: / / www. w3 . org / 2 0 0 1 / XMLSchema” xmlns : msdata =” urn
: schemas−m i c r o s o f t−com : xml−msdata”>

<xs : e l e m e n t name=” NewDataSet ” msdata : I s D a t a S e t =” t r u e
” msdata : U s e C u r r e n t L o c a l e =” t r u e ”>

<xs : complexType>
<xs : c h o i c e minOccurs =”0” maxOccurs =” unbounded”>
<xs : e l e m e n t name=” S u b j e c t”>
<xs : complexType>
<xs : sequence>
<xs : e l e m e n t name=”ID ” t y p e =” xs : s h o r t ” minOccurs =”0”

/>
<xs : e l e m e n t name=”Code ” t y p e =” xs : s t r i n g ” minOccurs

=”0” />
<xs : e l e m e n t name=”Name” t y p e =” xs : s t r i n g ” minOccurs

=”0” />
<xs : e l e m e n t name=”SurName ” t y p e =” xs : s t r i n g ”

minOccurs =”0” />
<xs : e l e m e n t name=” MiddleName ” t y p e =” xs : s t r i n g ”

minOccurs =”0” />
<xs : e l e m e n t name=” B i r t h D a t e ” t y p e =” xs : da teTime ”

minOccurs =”0” />
<xs : e l e m e n t name=” Gender ” t y p e =” xs : s h o r t ” minOccurs

=”0” />
<xs : e l e m e n t name=” P r o f e s s i o n ” t y p e =” xs : s h o r t ”

minOccurs =”0” />
<xs : e l e m e n t name=” A p p r o v a l C o n d i t i o n ” t y p e =” xs :

b o o l e a n ” minOccurs =”0” />
</xs : sequence>
</xs : complexType>
</xs : e lement>
</xs : cho i ce>
</xs : complexType>
</xs : e lement>
</xs : schema>
<S u b j e c t>

<ID>0</ID>
<Code>S00001 </Code>
<Name>Lale </Name>
<SurName>Akarun </SurName>
<MiddleName />
<B i r t h D a t e >2006−02−16T00 :00 :00+02:00 < / B i r t h D a t e>
<Gender>0</Gender>
<P r o f e s s i o n >1</P r o f e s s i o n >
<A p p r o v a l C o n d i t i o n>t r u e </ A p p r o v a l C o n d i t i o n>

</ S u b j e c t>
<S u b j e c t>

<ID>1</ID>
<Code>S00002 </Code>
<Name>I l k a y </Name>

<SurName>Ulusoy </SurName>
<MiddleName />
<B i r t h D a t e >2006−02−16T00 :00 :00+02:00 < / B i r t h D a t e>
<Gender>0</Gender>
<P r o f e s s i o n >0</P r o f e s s i o n >
<A p p r o v a l C o n d i t i o n>t r u e </ A p p r o v a l C o n d i t i o n>

</ S u b j e c t>
</NewDataSet>
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student at Boğaziçi University Computer
Engineering Department Media Labora-
tory. His research interests include com-
puter vision, pattern recognition and intel-

ligent human-computer interactions. He works on his thesis
with Professor Lale Akarun on Part Based 3D Face Recogni-
tion.
Email: hamdi.dibeklioglu@boun.edu.tr

Semih Esenlik was born in Tekirdag,
Turkey in 1984. He is currently an un-
dergraduate student in Bogazici Univer-
sity, Turkey. He is a senior student in
Electrical & Electronics Engineering De-
partment. His specialization option is
Telecommunication Engineering.
Email: semihese@yahoo.com

Nesli Bozkurt was born in Izmir, Turkey
in 1982. She received her B.Sc. degree
at M.E.T.U. Electrical and Electronics En-
gineering Department, in June 2005. She
worked as a research assistant during her
M.Sc. education at M.E.T.U E.E.E. Com-
puter Vision and Intelligent Systems Lab-
oratory for more than a year. She is cur-
rently employed for a software company

and in the mean time; she works on her thesis with Asst. Prof.
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ABSTRACT
While an extensive palette of sound and visual generation tech-
niques have been developed during the era of digital signal pro-
cessing, the design of innovative virtual instruments has come
to dramatic fruition over the last decade. The use of measured
biological signals to drive these instruments proposes some new
and powerful tools for clinical, scientific and artistic applica-
tions. Over the period of one month - during the eNTERFACE’07
summer workshop in İstanbul, Turkey - researchers from the
fields of human-computer interfaces, sound synthesis and new
media art worked together towards this common goal.

A framework for auditory display and bio-musical applica-
tions was established upon which were based different exper-
imental prototypes. Diverse methods for the analysis of mea-
sured physiological signals and of mapping the extracted pa-
rameters to sound and visual synthesis processes were explored.
Biologically-driven musical instruments and data displays for
clinical and medical purposes were built. From this have emerged
some worthwhile perspectives on future research. This report
summarises the results of that project.

KEYWORDS
Multimodal interfaces – Biosignals – Brain-computer interfaces
– Sonification – Auditory display – Interactive arts – Biologically-
augmented performances

1. INTRODUCTION

There is already a rich history of people using measured bio-
logical signals to generate visual and auditory displays. Sci-
entists, physicians and artists have been using these techniques
to understand, analyse and gain insight into ongoing biologi-
cal processes for almost 200 years. René-Théophile-Hyacinthe
Laennec invented the stethoscope and the technique of mediate
auscultation to listen to and diagnose maladies of the lungs and
heart nearly 200 years ago [1].

Since that time, the techniques of visual and auditory dis-
play of biological signals have been important tools used in the
interpretation and diagnoses of human biological processes as

indicators of sickness and of health. The extent to which these
tools have penetrated the day-to-day practices of scientists, clin-
icians and physicians is not really questioned. There is currently,
however, a predilection for the use of visual techniques for such
displays which is - given the overtly visual bias of our modern
culture - not surprising. At the same time it is worth noting
that one of the first techniques which aspiring young physicians
learn to do is listening - mediate auscultation - to the heart, to
the lungs, to the internal body processes. By the time these peo-
ple become doctors they already have a finely tuned sense for
the sounds of sickness and of health.

Many biological signals are indeed fascinating and chal-
lenging objects of study, but, somehow, those of the human brain
prove to be the most promising yet problematic. The use of
sonification to help understand brain activity goes back to the
first confirmation of Hans Berger’s tentative explorations into
the human Electroencephalogram [2]. From the mid-1960s un-
til the late 1970s a series of composers and artists including
Alvin Lucier and David Rosenboom began experimenting with
the use of brainwaves and other biological signals to drive sound
and visual events [3, 4]. Then, in the early 1990s, Benjamin
Knapp and Hugh Lusted began working on a human-computer
interface called the BioMuse [5, 6]. This permitted a human
subject to control certain computer functions via bioelectric sig-
nals. In 1992, Atau Tanaka [7] was commissioned by Knapp
and Lusted to compose and perform music using the BioMuse
as a controller. Tanaka continued to use the BioMuse, primarily
as an EMG controller, during live performances throughout the
1990s. In the current project, we wish to continue the path ini-
tiated by these early pioneers and which we have explored dur-
ing the two previous eNTERFACE workshops [8, 9] by investi-
gating how ongoing measured biological signals can be used to
provide insight and clarity to the -scientific and artistic - ways
of understanding our own biological realities. An exhaustive
review of the state of the art in both biosignal sonification and
physiologically-driven musical interfaces is provided in [8] and
[9].

In this current project, we intend to continue this established
field of research and hopefully add some useful and innova-
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tive perspectives to the ongoing practice [10]. Practically, the
present work was conducted within the framework of the third
eNTERFACE workshop, which took place in İstanbul, Turkey
between July 16th and August 10th 2007. During four weeks, a
multidisciplinary team, composed of experts from the fields of
human-computer interaction, neurophysiology, and sound and
music computing have worked together on the development of
a robust and reusable framework for the capture and the pro-
cessing of physiological signals geared towards sound and vi-
sual creation applications. With a total of 16 members from
labs all over the world, our team had a very broad skill and
interest range, from more technical aspects of signal acquisi-
tion, to musical performance. The team was divided into a num-
ber of smaller interest groups to tackle different aspects of the
project. A large set of biosignals was considered and two main
approaches were followed, implying different strategies for the
design of the sonic interactions. In the first one, we attempted
to develop applications aiming at exploiting sound to help the
monitoring of the physiological state of a subject in a closed
feedback loop, whereas in the second approach, relying on more
aesthetic considerations, the objective was to create interactive
art performances that fully depend on the physiological state of
the performer.

This report presents the main outcomes of this project; it
is composed of two main sections resulting of these two ap-
proaches: the first section presents the sonification-oriented part
of our project aiming at developing a EEG-guided control sys-
tem giving a visual and sonic feedback of a human brain activity.
The second section of the report describes our artistic-oriented
approach of the biologically-controlled interfaces, by detailing
the Bio-Music platform we set up as the result of the workshop
and the three artistic performances that were premiered at the
end of the project.

2. AUDIO-VISUAL FEEDBACK OF BRAIN ACTIVITY

2.1. Introduction

Sonification is the use of non-speech audio to convey informa-
tion [11]. Interactive Sonification (IxS) a more recent speciali-
sation, takes advantage of the increasing availability of sensing
and actuating technologies [12]. In IxS, the listener is actively
involved in a perception/action loop, and the main objective is to
generate sonic feedback which is coherent with interactions per-
formed upon sonically-augmented artefacts. This allows active
explorations of information via more engaging and meaningful
modalities. A promising IxS approach is Model-based Sonifica-
tion [13], in which the sound emerges as an organic product of
interactions between a model and an external agent.

The sonification of EEG data for monitoring and offline
analysis has been already investigated from a research point of
view (see e.g. [14, 15] and the references therein). These im-
plementations generally use either audification [14], or a kind
of parameter mapping, i.e., controlling the synthesis parameters
via arbitrary transformations of features derived from the data
[11].

IxS has begun to exploit the fact that people can self-regulate
their brain activity based upon auditory feedback [16]. This no-
tion is essentially the same as “Biofeedback” - an idea which
came to some prominence in the 1970s. The resulting device -
parametric orchestral sonification of EEG in real-time (POSER)
- allows auditory feedback of multiple EEG characteristics us-
ing the MIDI protocol. Six frequency bands of increasing cen-
tre frequency (slow cortical potentials (SCP), delta, theta, alpha,
beta, and gamma) are assigned as instruments on a MIDI de-
vice. Two different classes of instruments are used: pitched per-

cussive instruments (delta, theta, alpha) and smooth continuous
instruments such as synthesiser, pads and ocarina (SCP, beta,
gamma).

The POSER relies on parameter mapping sonification: the
timing, pitch, and volume of the instruments are modulated by
the features extracted from the frequency bands. The guidelines
for sound design in auditory feedback are based upon a previous
study [17], which compares the auditory, visual, and audiovisual
feedback modes and concludes that audiovisual feedback mode
shows no statistically-significant performance increase over sim-
ple audio or visual feedback.

In a pilot study with the POSER system, the subjects re-
ceived full orchestral feedback of their brain activity from one
channel of EEG. Initially, they were introduced to each instru-
ment, they were then visually instructed to focus their attention
upon either the rhythmic, percussive instruments or upon the
continuous instruments for 8 seconds. After a 2-seconds rest-
ing interval, the next trial begin. 200 trials for 10 participants
were collected. The results indicate that the participants exhibit
impressive abilities for auto-regulation: five participants could
regulate the amplitude of multiple frequency bands, four partic-
ipants exhibited significant amplitude changes in the alpha band,
and power spectra in beta and gamma wavelengths revealed sig-
nificant differences in most of the subjects [16].

During this workshop, we set out to develop an EEG-guided
control system in line with traditional brain-computer interface
(BCI) technology ([18]). The latter uses the potentials emitted
by certain pyramidal cell population of the grey matter of the
brain to control computers (BCI) or machines (BMI). The de-
velopment of such interface technology is hitherto mainly mo-
tivated as a rehabilitation and communication aid for paralysed
patients and other motor-deficient patients. However, recent ad-
vances in the fields of EEG measurement and analysis tools
along with increased computational processing power suggest
possible uses of such techniques for non-medical applications.
In this aspect our goal was twofold:

• Firstly, we wanted to build a system which enabled the
user to control or manipulate auditory output using mo-
tor imagery and action. In order to have as much freedom
as possible in the control of auditory output, we pursued
the possibility of being able to discriminate between mul-
tiple, different tasks. This study was made offline and is
described in section 2.2.

• Secondly, we aimed at developing a neuro-feedback sys-
tem which reflects certain aspects of the users cerebral
activity using visual and/or auditory means, and thus gives
the user the opportunity to experience and manipulate
these features of her brain activity more consciously. This
study was made online and is described in section 2.3.

Multi-category classification of motor tasks gave results sli-
ghtly better than pure chance, however, online control of a ball in
2-dimensions gave interesting results and proved that visual and
auditory feedback can improve the user’s discriminatory control.

2.2. Offline analysis

2.2.1. Materials

The system used for EEG acquisition was a Leonardo EEG/PSG
system with up to 32 EEG channels and 6 PSG channels. A cus-
tom Matlab program acquired the data from an RS232 port. The
cap is a low-cost swimming cap made of elastic nylon in which
holes have been made according the 10/20 electrode placement
system. Individual electrodes are then placed - via the given
holes - on the scalp with conductive paste. For online real-time
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purposes, the acquisition algorithm was written in C and com-
piled in the Matlab environment.

Pre-processing No muscular artefact removal algorithms were
used, but the subject was asked to avoid eye blinking and extra-
neous movement as much as possible.

2.2.2. Experiment paradigm

The aim of this experiment was to discriminate between EEG
patterns related to different motor tasks which would then be
used to drive sound and visual synthesis processes. A visual
stimulus was presented to the subject, displaying a word cor-
responding to a task which the subject is trying to achieve (i.e
move left finger, right finger, left foot, right foot, tongue, relax).
A reference cross was fixed in the centre of the display in or-
der to give a point of reference to the subject and to limit EOG
artefacts.

Figure 1: EEG experiment paradigm. To avoid eye movements,
a reference cross is displayed. Every six seconds, one of six
motor tasks appear on the screen for two seconds.

2.2.3. Event Related Potentials analysis

In order to investigate the potentials related to the different tasks
which were actuated, we extracted either time or frequency fea-
tures to train a classifier.

2.2.3.1. Event-related potential (ERP) analysis using time
features

Pre-processing The trials were high-pass filtered with a cut-
off frequency of 2 Hz. For each trial we applied a baseline cor-
rection with the mean value of the interval from 400 to 50 ms
before stimulus onset. We applied a bootstrap significance test
to investigate the differences between the conditions [19]. To
remove excessive artefacts like eye-movements, we employed a
threshold criteria of +/- 50 microV.

For the trial averages for channels F3, F4, C3, C4, P3, P4,
O1, and O2 no significant differences between the control con-
dition (relaxed) and each of the five other conditions (left finger,
right finger, left foot, right foot, tongue) were found (see Fig.2
and 3 for examples).

2.2.3.2. Event-related potential (ERP) analysis using fre-
quency features

Pre-processing Short Term Fourier Transform (STFT): STFT
coefficients were computed over the 2 seconds following the
stimulus onset. Each STFT coefficient is considered as a feature
in our feature vector. A STFT with window length of 64 points
and FFT length of 64 points was used for feature extraction. The
STFT features from 8 channels were combined to shape the fea-
ture vector of each trial.

Figure 2: The difference wave (black) for the right finger (blue)
vs relaxed (red) condition at the left central electrode (C3).
Standard deviation of mean is indicated by the thinner red and
blue lines surrounding the respective signals.

Figure 3: The difference wave (black) for the right finger (blue)
vs. relaxed (red) condition at the right central electrode (C4).
Standard deviation of mean is indicated by the thinner red and
blue lines surrounding the respective signals.
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Figure 4: Example of a 2-D feature vector for a training set.
Each square shows a trial which is projected on two dimen-
sional space by fisher projection. Three different classes are
shown: state of rest (green), tongue movement (blue) and limb
movement (red).

2.2.3.3. Classification and results
Pre-processing In order to select the most relevant features,
the fischer reduction technique was used. The high dimension
feature vector for each trial was thus reduced to a two-dimensional
vector (Fig.4). Three classifiers were trained on the reduced
feature vector, Polynomial Support Vector Machines (P-SVM),
Linear Support Vector Machines (L-SVM) and Linear Discrim-
inant Analysis (LDA).

Differentiating all 6 tasks led to results only slightly bet-
ter than chance, we therefore grouped all four limb movements
into one category and decided to classify only three conditions :
relaxed rest condition, tongue movement and limb movements.
The results are shown in table 1. These outcomes are disap-
pointing probably because of muscle artefacts stemming from
the actual movements.

Table 1: Classification results for three tasks: rest (R), tongue
(T) and limb movements (M). The results are shown with and
without Band Pass (BP) filtering. Three classification methods
are used, Polynomial Support Vector Machines (P-SVM), Lin-
ear Support Vector Machines (L-SVM) and Linear Discriminant
Analysis (LDA)

3 class (T,M,R) no BP 3 class (T,M,R) with BP
P-SVM 41.5% 43.1%
L-SVM 42.92% 45.45%

LDA 41.6% 43.7%

2.2.4. Discussion

To simplify the task for the experimental subject, we used real
movement instead of imagined movement. This approach might
be especially interesting for the implementation of BCI systems
for real-world interactions and performance, which is usually
accompanied by external artefacts (e.g. muscle activity, ocular
artefacts). Therefore, a BCI system which can function in situ-
ations where the user is moving would be a big advantage over
the typical systems which work well only in an artificial, almost
noise-free context. However, we encountered many obstacles in

our approach and there remain some key issues germane to the
further development of an EEG-guided motion-resistant control
system. The analysis of the data showed no significant differ-
ences between event-related potentials of the different condi-
tions. The data suffered from variance introduced by motion
artefacts, latency and jitter. To reduce the variance one should
use electrodes (EMG) to detect the movements and then to av-
erage the signals aligned by the onset of movement to obtain
the motor readiness potential [20]. Furthermore, the applica-
tion of sophisticated artefact reduction techniques (e.g. ICA or
regression-based methods for muscle and eye-movement arte-
fact removal) might delay the recognition of mental tasks ab-
solved but could increase the effective signal-to-noise ratio and
thus the probability of correct recognition.

Further, a smaller variance between trials of one condition
in motor imaginary approaches might be achieved by subject
training. Here, sonification and visualisation techniques can
give the subject a clearer understanding of her brain dynam-
ics relative to the signal to produce. This is what we studied
in the MiniBall experiment which is described in the following
section.

2.3. Online Analysis

As stated in [18] “BCI use is a skill”. To master this skill, the
user needs to train on a mental task. The use of feedback helps
considerably and yields more accurate results.

Different types of feedback have been studied, for example,
visual, haptic [21], vibrotactile [22] and auditory feedback [23].
Auditory feedback has been seldomly used but could prove very
useful for blind disabled. A recent study [24] uses sounds com-
ing from two different instruments as a feedback for the user.
Although the learning time is longer for the auditory feedback,
in the end results are similar with visual or auditory feedback.

The aim of this study was to compare visual and auditory
feedback for a 2D cursor movement. Experiments were made on
an untrained subject. The goal was to control a ball on the screen
and drive it to a rectangular box in the top-right of the screen
(Fig.5). Horizontal and Vertical movements were controlled by
the spectral power in alpha and beta bands. The subject was not
restrained by a particular protocol within the feedback, rather
he was encouraged to find the states most effective for alpha
and beta manipulation himself. This resulted in the vivid imag-
ination of the subject flying through complex cloud formations.
Indeed, this task not only induces alpha waves, because of the
feeling of relaxation drawn from the sensation of flying, but also
beta waves since the user achieves high cognitive visualisation
tasks.

Results were measured in seconds, i.e the time needed for
the user to reach the target. Either visual or auditory feedback
gave similar results, less than five seconds. These results are
significantly better than without feedback. However the com-
bination of visual and auditory feedback led to poorer results,
perhaps because of an inconvenient work overload.

The operating system and the audiovisual synthesis is pre-
sented in the next few paragraphs.

2.3.1. Operating system

Data acquired by the system described in 2.2.1 is sent via UDP
to Simulink (Fig. 6). Only one electrode (F3) was used for
the following experiment. The sampling rate was 200Hz, and
data from F3 was bandpassed filtered using a Simulink block
provided by an open source software, rtsBCI available on the
Biosig web pages1. Alpha and beta bands were chosen between

1http://biosig.sourceforge.net
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Figure 5: Screen capture of the MiniBall interface. Horizontal
and vertical movements of the ball are controlled via the spec-
tral power in alpha and beta bands. The user is free to adopt
any trajectory as long as the ball reaches the target.

[8-12]Hz and [13-20]Hz respectively. A FIR filter of order 5
was used. Samples of spectral powers of alpha and beta bands
are then sent with the OSC protocol with a hand-made level-2
m-file S-function.

Receive1

EEG BP

EEG BP

Alpha - F3

Beta - F3

OSCfunctionSender

OSCfunctionSender

Scope1

Level-2 M-File
S-Function1

Level-2 M-File
S-Function2

Figure 6: Block diagram of the Simulink model. Data is received
via UDP, band powers of alpha and beta bands are computed,
then sent through OSC to the audiovisual synthesis.

Simulink was chosen for its flexibility and rapid prototyp-
ing capabilities. In further work we will consider using more
electrodes and more complex signal analysis.

2.3.2. Description of the audiovisual synthesis

We had an audiovisual operant conditioning training system in
mind, and chose the pd-GEM environment as the implementa-
tion platform. The block-diagram in Fig. 7 illustrates the struc-
ture of our system MiniBall EEG. MiniBall EEG receives
OSC streams or reads pre-recorded measurement data. The OSC
streams follow our namespace convention. Currently, energy
in the alpha and beta bands of a fixed channel is received. In
the Source Selection block, other channels can be listened to by
manual routing. Very primitive probing of the incoming data
levels - akin to the parallel time-series visualisation - is pro-
vided. The probed signal levels inform the scaling values in the

next block Preprocessing. The alpha-band energy is first hard-
limited within the range [αmin , αmax] then linearly mapped
to the normalised range ᾱ ∈ [−1, 1]. The beta-band is pro-
cessed similarly. In both bands, good results are obtained with
the values 0.01 and 512 as minimum and maximum values, re-
spectively. These normalised instantaneous energy values are
then smoothed with a moving average filter of length 20, and
forwarded to the audiovisual rendering blocks.

Figure 7: Block diagram of MiniBall EEG.

The Visual Rendering block creates a region {(x, y) ∈ <2|−
1 ≤ x ≤ 1;−1 ≤ y ≤ 1} within a window of 500 x 500
pixels, which is updated by a rate of 20 fps. Two objects are
created within this region; a red disc of radius 0.1 (ball), and a
blue square of sides 0.75. The centre of the square is translated
to (0.625, 0.625) so that it resides at the top left corner of the
region. The normalised alpha and beta energy magnitudes de-
termine the coordinates of the red ball along the x and y-axes,
respectively.

The Audio Rendering block defines two sound generators,
each generate the difference tones of two primitive waveforms.
We have used two sine waves for alpha and two saw waves for
beta band and tuned the difference tones to the centre frequen-
cies of the corresponding band. These centre frequencies were
10 Hz (alpha) and 18 Hz (beta) in our experiment. The nor-
malised alpha and beta values control the frequencies of the gen-
erators. For the alpha band, the mapping is defined by

fα = cα(2− ᾱ) (1)

where cα is a scaling value. A similar expression gives f. We
have used cα = 32 and cβ = 4. The normalised alpha and beta
energy magnitudes determine the normalised gain according to
g = 0.25(|ᾱ − 1| + |β̄ − 1|) where g ∈ [0, 1]. This scaling
ensures that the sound feedback becomes inaudible when the
ball enters the target region.

We have experimented with two additional mapping strate-
gies for rendering the alpha band only: the centre beating fre-
quency and amplitude panning. The centre frequency is updated
according to fα,c = 10− 2ᾱ, the panning gains are set to

g1 = (1 + ᾱ)/2 (2)

gr = 1− g1 (3)

for the left and right channel, respectively. In practice, these
mappings are meant to sonify the coordinates of the red ball
when there is no visual information available, e.g., when the
subject closes his eyes.

The implementation of the MiniBall EEG consists of a
main control patch and visualisation window, as shown in Fig.
8. Once the data arrives and it is properly scaled, the feedback
generation in the desired modalities (audio, visual, or audiovi-
sual) can be switched on and off, and all the audio gains (alpha,
beta, and the total mix) can be controlled in run-time. The goal
is to move the red ball into the blue square. This translates to
have brain activity in the alpha and beta bands simultaneously.
We did not know how to construct a task description out of this
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Figure 8: MiniBall EEG visualisation window (left) and
control patch (right).

goal; fortunately our participant is a neuroscientist, and he con-
structed his strategies himself: he dreamed of flying. The exper-
iments took place in the last days of the workshop. While the
quantitative analysis of the recorded data is still in progress, the
primary observations indicate that our subject exhibited a sur-
prising skill in regulating the alpha and beta bands, and enjoyed
this skill trough the MiniBall EEG.

2.4. Conclusions and Future Work

In the future, we will implement automatic routing, online/offline
selection, channel selection and mixing, and a data transmis-
sion port following the pre-processing or rendering operations
in Source Selection block. We will determine the limiting val-
ues within the Pre-processing block by using the signal and the
noise statistics. The current fixed-length of the moving-average
filter can be made variable based on these statistics.

3. THREE PHYSIOLOGICALLY-DRIVEN ARTISTIC
PERFORMANCES USING THE BIO-MUSIC

PLATFORM

In this section we describe the second approach which was used
during the workshop the objective of which was the design of
musical interfaces controlled by the physiological states of a per-
former. For this purpose, we set up a platform which allowed us
to handle a large range of biosignals as typically used during
psychophysiological monitoring (i.e. electromyogram (EMG),
electrocardiologram (ECG), galvanic skin response (GSR), blood
volume pulse (BVP), temperature and respiration signals). In
the following sections, we first describe the Bio-Music platform
developed during the workshop and then we present three artis-
tic projects which resulted from the work within the project and
which are built upon the Bio-Music platform.

3.1. The Bio-Music platform

3.1.1. Overview of the biosignals

In order to assess the physiological/affective state of the per-
former, we developed a hardware and software framework, we
named Bio-Music, providing a range of meaningful features ex-
tracted from the class of biosignals we considered (Fig. 9). Here
are some precisions about the biosignals we worked with in this
project:

3.1.1.1. Electromyograms (EMG)
Pre-processing Electromyography (EMG) is a technique for
evaluating and recording physiologic properties of muscles: EMG
measures the electrical potential generated by muscle cells at
rest and while contracting. The resulting measured potentials
range between 5 to 30 mV, and typical repetition rate of muscle
is about 720 Hz, depending on the size of the muscle.

3.1.1.2. Electrocardiograms (ECG)
Pre-processing Electrocardiography (ECG), aims at acquir-
ing and processing the electrical activity produced by the beat-
ing heart. By means of two electrodes coupled sequentially out
of the total number of electrodes wired to the patient, in order
to create current loops between the acquisition interface and the
human body, potential differences can be detected at several lo-
cations. Many techniques have been developed throughout his-
tory [25], the current one standardised for clinical applications
requires 12 leads and allows the extraction of many features,
even the reconstruction of the tri-dimensional electrical and dis-
placement fields of the heart. We chose to use a technique de-
rived from the “Einthoven triangular method”, bearing the name
of the scientist that introduced it in the early twentieth century,
where in our case the three electrodes are not positioned on limb
endings as the original protocol recommends, but closer to each
others, thus housed altogether more ergonomically fixed on the
chest. Our motivations in the choice of this setup are: cost-
effectiveness, non-invasive ergonomics and feature extraction
economy. The latter illustrates the fact that we found relevant to
extract a small number of features, all of which allowing artistic
applications, such as heart rate and heart rate variability.

3.1.1.3. Galvanic skin response (GSR)
Pre-processing The galvanic response is a measure of electri-
cal impedance of the wearer’s skin surface, which reacts propor-
tionally to emotional arousal i.e. stress level. The sympathetic
system is responsible for activating the secretion of sweat on a
person’s hand or feet palms. The rise in surface sweat in turn
increases the skin surface’s conductance. GSR is typically mea-
sured with two skin surface electrodes placed on the palm side
of two non-adjacent fingers. The baseline conductance levels,
measured in µSiemens, are person specific; however noticeable
changes in GSR are generally seen in emotional states such as
anger, fear, excitation, startle and sexual arousal.

3.1.1.4. Blood volume pulse (BVP)
Pre-processing The blood volume pulse sensor uses photo-
plethysmography to detect the blood pressure in the extremities.
Photoplethysmography is a process of applying a light source
and measuring the light reflected by the skin. At each contrac-
tion of the heart, blood is forced through the peripheral vessels,
producing engorgement of the vessels under the light source,
thereby modifying the amount of light to the photosensor. BVP
is measured with a sensor worn on the palmar side fingertip of
the subject’s non-dominant hand to minimise motion artefact-
ing. Since vasomotor activity (activity which controls the size of
the blood vessels) is controlled by the sympathetic nervous sys-
tem, the BVP measurements can display changes in sympathetic
arousal. An increase in the BVP amplitude indicates decreased
sympathetic arousal and greater blood flow to the fingertips.

3.1.1.5. Phalange temperature
Pre-processing Phalange temperature is measured with a ther-
mocouple fixed on the palmar side of one of the subject’s fingers.
The acral skin temperature experiences short changes related to
the vasomotor activity of the arterioles. It is shown that the sur-
face temperature of peripheral limbs vary as a consequence of
blood flow [26].

3.1.1.6. Respiration
Pre-processing The respiration sensor is placed either over
the sternum for thoracic monitoring or over the diaphragm for
diaphragmatic monitoring. The sensor consists mainly of a large
Velcro belt which extends around the chest cavity and a small
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Figure 9: Overview of the biosignals handled in the Bio-Music
platform

elastic which stretches as the subject’s chest cavity expands. The
amount of stretch in the elastic is measured as a voltage change
and recorded. From the waveform, the depth the subject’s breath
and the subject’s rate of respiration can be learned.

3.1.2. Description of the two setups

The Bio-Music platform which we have developed is actually
composed of two different configurations:

3.1.2.1. First setup
Pre-processing The first uses Thought Technology’s ProComp
Infiniti biofeedback system2 capturing EMG, ECG, BVP, GSR,
respiration and temperature signals, all sampled at 256 Hz. For
the processing of these signals, we used the primary analysis
functions provided by the manufacturer’s software API. Further,
we also developed a function allowing us to send the raw signals
to Matlab and Python allowing us to use our own more com-
plex processing tools (see Tab 2). The sound and visual synthe-
sis tools were implemented using the Max/MSP-Jitter3 and Pure
Data-GEM4 software environments, which offer a large palette
of sound and image processing tools for real-time artistic appli-
cations. The communication between all the software compo-
nents of our platform rely upon the Open Sound Control proto-
col (OSC).

3.1.2.2. Second setup
Pre-processing The second hardware implementation we used
consisted of two EMG sensor bands from Biocontrol Systems5

which were connected to an Arduino6 interface board with blue-
tooth networking. These hardware components interact with a
computer running EyesWeb7 software and a custom built patch
for data acquisition. This setup provided a smaller number of
biosignals but offered a more flexible and less intrusive way to
measure muscle activity than the first setup. The analysis of the
biosignals mainly consisted in this case of an envelope follower

2http://www.thoughttechnology.com/proinf.htm
3http://www.cycling74.com
4http://www.puredata.org
5http://www.biocontrol.com
6http://www.arduino.cc
7http://www.eyesweb.org

and was implemented within the same Max-MSP patch as the
sound processing tools.

3.1.2.3. OSC Multicast
Pre-processing The Bio-Music platform is envisaged as po-
tentially accomodating a wide variety of data acquistion hard-
ware devices for the capture of biological signals which can then
be sent to a wide variety of software applications for further pro-
cessing. In order to receive data, from diverse sources, we de-
cided to set up a multicast OpenSoundControl protocol server,
which gives us flexibilty in having fast and direct connections
between a number of sender and receiver clients connected to
a local area network (Fig.10). OpenSoundControl8 (OSC) is
a protocol for communication between host computers, sound
synthesizers and other multimedia devices which is optimised
for modern networking technology. For this project, we defined
our own proper OSC namespace, allowing to us to formalize
a common way of exchanging data between the various com-
ponents of the Bio-Music platform. During this workshop, a
rich dataset has been collected and has been used extensively to
implement and tune the signal processing functions of our Bio-
Music platform. These datasets - and some illustrative video
documentation - are freely available on the public project wiki9.
Please also refer to appendices A and B for detailed descriptions
of our OSC namespace and our biosignal datasets.

Biosignals acquisition and datasets

Multicast IP

Matlab

Eyesweb

Python

...

Pure Data/Gem

Max-MSP/Jitter

Processing

...

TT Procomp
Infiniti system

Biocontrol /
Arduino

...

Biosignals
analysis

Sound and visual 
synthesis

OSC protocol

OSC
protocol

OSC
protocol

Figure 10: The multicast OSC-based Bio-Music platform

As an outcome of the artistic component of this project, we
organised a Bio-Music performance night at a club in İstanbul
where three musical and artistic performances utilising our plat-
form were performed. The first one, performed by Koray Tahiro-
ğlu and Selçuk Artut was an improvisation for digital instru-
ments controlled by electromyogram (EMG), galvanic skin re-
sponse (GSR) and respiration signals. The second performance
Carne, the result of a collaboratiion between the composer Mi-
guel Angel Ortiz Pérez and the visual artist Hannah Drayson,
was an interactive piece controlled by two EMG sensors. The
last performance Time Series by Hannah Drayson was an inves-
tigation into subjective visualisations and sonifications of hu-
man emotions based upon measured biosignals. Each of these
performances are described in the following sections.

3.2. Improvisation for Live BioSignals / various interfaces

This was an improvisation for digital instruments controlled by
biological signals of two performers, Koray Tahiroğlu and Selçuk
Artut. Each performer was wired through different sensors in

8http://www.cnmat.berkeley.edu/OpenSoundControl/
9http://biomusic.wikidot.com
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Table 2: Features and characteristics extracted from biosignals
Feature Characteristics

Statistical Running analysis of mean, median,
variance, standard deviation,

minimum and maximum.
Rate of change First and second derivatives.

Envelope detection Using a low pass filtering algorithm.
Power spectrum Power amplitude in selectable frequency ranges.

Implemented with the Discrete Fourier Transform.
The buffer length is adjustable,

allowing control of spectrum accuracy.
Heart rate Heart rate (HR), HR acceleration/deceleration

order to control and master their instruments during a real-time
musical activity. This improvisation was a pure biological activ-
ity where there was an infinite joy and aesthetic pleasure. Impro-
visation for Live BioSignals aimed at achieving ever-changing
unexpected sound structures and giving a chance to audience
to recognise new possibilities in sound. Instruments that were
driven by biological signals were created regarding to the char-
acteristics of the signals.

One type of the biosignals used during the performance was
the galvanic skin response (GSR), which measures the resis-
tance of the skin to the part of a very small electric current. The
magnitude of this electrical resistance is affected by immediate
emotional reactions. In order to map the galvanic skin response
changes, Selçuk Artut, who played a traditional bass guitar in-
strument during the performance, placed GSR sensors on his left
index and ring finger. Higher or reduced arousal states of the
body causes a change in the skin’s conductivity; therefore, gal-
vanic skin response sensor was used together with ECG sensor
to control an instrument that created constantly dynamic rhyth-
mic patterns.

Electrocardiography (ECG) measures the heart’s electrical
activity over time. Within the received data flow, rhythmic pe-
riod of heart was mapped by detecting the peak levels for the
each beat. Koray Tahiroğlu positioned three ECG electrodes,
two on the left and right side of the upper chest area and one on
lower part of the rib cage closer to the heart. Changing patterns
of the heart’s electrical activity gave more chance to create a
dynamic pattern with sound synthesis. Generating the common
sonic representation of heart beat and ECG monitoring sound
responses was avoid intentionally, instead noise sound sources
were combined together with glitchy sound samples in order to
create a rhythmic pattern. Heart beat structure could be traced
in the sound structure. Glitchy sound samples, [sampleosc
center ˜] abstraction patch, were also controlled by gal-
vanic skin response signals, so that rhythmic pattern that was
constructed with [sampleosccenter ˜] and [noise4c
˜] abstraction was representing the overall heart beat activity
of the two performers at the same time.

During the performance Koray Tahiroğlu strapped the respi-
ration sensor around the chest area and the measurement of the
chest expansion was creating respiration signals. Respiration
signals were easily controlled by producing different breathing
patterns and this led Koray Tahiroğlu to use respiration signals
as a master controller for the overall sound structures in this
improvisation process. Through this master control during the
performance sonic structure of the improvisation process could
be changed into three different modes.

3.2.1. Slow Respiration Mode

Slow Respiration mode activates the [sin3---- ˜] abstrac-
tion in a structure where pitch values changes in a higher fre-
quency rate and modulation varies 0-8.50 out of 0-20 amplitude
range. [sin3----- ˜] abstraction was created to control
different sample position readings on a recorded sound material
and also to have a modulation by sinusoid wave signs. Parame-
ters of [sin3----- ˜] abstraction is set through drunk walk
probability method. Simply producing a slower breathing pat-
tern and keeping the chest expansion in a lower state can keep
the sonic structure of the improvisation in the slow respiration
mode. [instr6] abstraction is the polyphonic sound syn-
thesis of different sound samples driven by Electromyography
(EMG) sensor. EMG measures muscle response or electrical
activity in response to a nerve’s stimulation of the muscle. First
EMG sensor was taped on the inner side of the right arm of Ko-
ray Tahiroğlu and by moving his right wrist and his arm itself,
it was possible to change the pitch information of the related
sound sample. Master control through respiration signals also
change the sound sample type in [instr6] abstraction into
three different modes. Slow Respiration mode sets a sound sam-
ple, which responds with continues long and no sudden chang-
ing structures in polyphonic synthesis.

3.2.2. Normal Respiration Mode

In this mode, [sin3----- ˜] abstraction generates a con-
tinuous low frequency pitch. Without changing the pitch value,
only modulation parameters are generated between the range of
1.63-4.48 over 0-20 amplitude range through drunk walk proba-
bility method. Keeping the constant pitch information created a
low frequency wall sounds with different modulation varieties.
On the other hand normal respiration mode set a rhythmic sound
sample in [instr6] abstraction, and by changing the right
arm’s muscle activity it was possible to control the pitch values
of the second sound sample.

3.2.3. Fast Respiration Mode

Fast respiration mode modulation was set at 0.807 amplitude
levels; however, pitch values were dynamically created through
drunk walk probability method with [sin3----- ˜] abstrac-
tion. [instr6] abstraction was creating heavy noise based
structures with low frequency and glitchy sounds. This level
was meant to be creating a chaotic sonic structure regarding to
the noise based music.

EMG sensors had been used as a controller for [instr6]
abstraction patch. The pitch values of sound samples with ap-
plied polyphonic sound synthesis within their related mode struc-
ture was controlled by the performer. Koray Tahiroğlu also
taped a second EMG sensor on the inner side of his left arm.
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Figure 11: Miguel Angel Ortiz Pérez performing Carne

He used the second EMG signals to control the instruments on
and off situations. Related to the improvisation, with the second
EMG signals some instruments could be turned off and some
instruments could be turned on. This second main controller
gave a chance to decide which one of the instruments should
play together at the certain stage of the improvisation. Except
the EMG sensor’s signals, GSR, ECG, respiration had continu-
ous streaming signals, because all were related with continues
heart beat and respiration activities; therefore, there had been a
need to control the instruments current on/off situations during
the improvisation.

3.3. Carne

Carne is an interactive piece for two EMG sensors. It was com-
posed as part of the activities on the eNTERFACE’07 summer
workshop. It was premiered at the Boğaziçi University Music
Club on August 8 2007. The piece is an audiovisual collabora-
tion between Miguel Angel Ortiz Pérez (interface and sounds)
and Hanna Drayson (visuals). Fig.11 shows the performer at the
premiere.

3.3.1. Piece concept

Carne is loosely inspired by Terry Bisson’s 1991 short story
“They’re made out of meat” [27]. The concept behind Carne
is based on a very simplistic view of muscle activity as the fric-
tion between slices of meat. Taking this idea further, we could
say that all types of arms movement from minimal arm gestures
up to the highly complex synchronised movements of fingers
during musical instrument performance, are simple variations
of this meat grinding activity.

The sounds in Carne, evolve inside a continuum from imag-
inary muscle sounds to pre-recorded sounds of western bowed
string instruments, while always keeping focus on friction as a
unifying metaphor.

3.3.2. Piece architecture

This piece used the second setup of the Bio-Music platform,
relying on the Biocontrol Systems unit and an EyesWeb data ac-
quisition patch. EMG signals are then transferred in real-time
through OSC protocol to a second computer running a slightly
hacked version of the CataRT10 application by Diemo Schwarz

10http://imtr.ircam.fr/index.php/CataRT

Figure 12: Three dimensional sphere built from rotating disks,
whose direction and speed of spin is dictated by the incoming
physiological signals.

[28]. Within this patch, a large database of samples are loaded,
analysed and organised using psychoacoustic descriptors. The
resulting sound units are laid on a two-dimensional descriptor
space where the X axis represents noissines and the Y axis rep-
resents pitch. The EMG signals from each arm controls move-
ment on one of these axes. The values from the EMG are dy-
namically scaled throughout the duration of the piece, allowing
the performer to explore cluster areas of the sound corpus and
giving a sense of structure and evolution to the piece.

3.4. Time Series; an uncontrolled experiment

This performance was presented by Hannah Drayson (experi-
menter/performer), Mitchel Benovoy (data acquisition) and Chris-
tian Mühl (subject) during our Bio-Music night session. The ini-
tial work on this piece evolved from an early investigation into
capturing physiological data related to emotion and psychophys-
iology. The Thought Technology ProComp unit was used to
capture six datasets consisting of five physiological signals, i.e.
blood volume pulse, galvanic skin response, temperature, respi-
ration and electrocardiogram. In order to stimulate various emo-
tional states, the subject sat quietly and attempted to describe in
writing a number of memories of experiences which correlated
with the desired emotions. The texts were marked every 30 sec-
onds to allow them to be aligned with the data recordings. The
emotion datasets consisted of sadness, joy, anger, depression,
calm and pain.

For this performance, we designed a Pure Data patch that
transforms these emotion datasets into sounds and visuals. The
final output of this patch was a three dimensional sphere built
from rotating disks, whose direction and speed of spin was dic-
tated by the incoming physiological signals. Each signal was
also attached to a specific oscillator audio object, and as a group
create a constantly evolving range of tones. The resulting vi-
suals and sounds were projected and amplified, allowing the
audience to experience the subjects data re-interpreted in real-
time. Hannah Drayson presented a number of experiments on
the subject, Christian Mühl. These were four light hearted “mul-
timodal” sensory experiences, with the aim to provoke observ-
able physiological change in the state of the subject, and to
take advantage of the “non-scientific” experimental setup to try
slightly absurd and fun combinations and stimuli.

These stimuli consisted of:

• Standing with your back to a room full of people while
they all stare and point at the back of your head. The
subject was asked to stand with his back to the room, and
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the audience were invited to stare and point as hard as
they could.

• Relaxing and eating cake. The subject was seated in a
large comfortable armchair, and given a box of baklava
to eat.

• Drinking beer and looking at kittens. The subject was
given a cold can of beer to drink and asked to look at
kittens, there was also a young cat sleeping on a chair in
the performance space which was brought the the front
to be looked at.

• Having all your arms and legs pulled by your friends.
Members of the audience came forward and took hold of
a limb each and pulled on the subject.

During the experiment changes in the auditory and visual
signals were observed, one audience member remarked that at
one point the sonification had sounded “a bit like a whale”.
Whilst the performance itself was lighthearted, it forms part of
larger project and observation of the limits of human machine
interaction, in that gestalt states such as emotion are easily ob-
served by other humans, but extremely hard to define simply in
terms of physiology. One interesting finding of this work is that
highly abstract representations of a subject data could still reveal
emotional states to human observers, and in fact give greater in-
timacy with physiological changes which are not overtly mani-
fest in everyday contact.

4. CONCLUSION

In this paper we have surveyed some approaches which are pos-
sible in using biological signals as control sources to generate
computer synthesis parameters for visual or auditory displays.
We have also here presented some techniques, strategies and
methods for using biological signals as motive forces for use in
ongoing biologically generated visual, sound and music experi-
ences. We feel we have introduced some innovative and useful
techniques and expanded upon other established ones which will
help give rise to nascent explorations as well as further ongoing
research in this important yet less-travelled area of scholarship.
We look forward to criticisms, additions and engagements from
other interested parties who could help to further the goals of
an open-source, free and functional system for the treatment of
biological signals as meaningful drivers for sonification and vi-
sualisation processes.

Hopefully, we have also shown that there are diverse signal
processing techniques which can be applied to raw biological
signals, which, in due course, may help us to understand the
semantics of their ontologies. The sonifications or visualisations
of these signals may have the functions of scientific, medical,
clinical or artistic expressions. The final manifestation is more a
matter of end-use than method. We would hope that all potential
methods for treating biological signals might be considered as
useful to those who are engaged in this field, be their domain
science, medicine or the arts.
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[2] H. Berger, “Über das Elektroenkephalogramm des Men-
schen”, Arch. f. Psychiat., vol. 87, pp. 527–570, 1929. 103

[3] A. Lucier and D. Simon, Chambers : scores by Alvin
Lucier ; interviews with the composer by Douglas Si-
mon. Wesleyan University Press, Middletown, Conneticut,
USA, 1980. 103

[4] D. Rosenboom, Biofeedback and the arts : results of early
experiments. Aesthetic Research Centre of Canada, Van-
couver, Canada, 1976. 103

[5] B. Knapp and H. Lusted, “A Bioelectric Controller for
Computer Music Applications”, Computer Music Journal,
vol. 14(1), pp. 42–47, 1990. 103

[6] B. Knapp and H. Lusted, “Controlling Computers with
Neural Signals”, Scientific American, pp. 82–87, 1996.
103

[7] A. Tanaka, Trends in Gestural Control of Music, ch. Mu-
sical Performance Practice on Sensor-based Instruments,
pp. 389–406. IRCAM / Centre Pompidou, 2000. 103

[8] B. Arslan and al., “Biologically-driven musical instru-
ments”, in Proceedings of the 1st summer workshop on
Multimodal Interfaces (eNTERFACE’05),, (Mons, Bel-
gium), pp. 21–33, 2005. 103

[9] A. Brouse and al., “Instruments of sound and visual cre-
ation driven by biological signals”, in Proceedings of the
2nd summer workshop on Multimodal Interfaces (eNTER-
FACE’06),, (Dubrovnik, Croatia), pp. 59–68, 2006. 103

[10] E. Miranda and M. Wanderley, New Digital Musical In-
struments: Control And Interaction Beyond the Keyboard
(Computer Music and Digital Audio Series). AR Editions,
Inc. Madison, WI, USA, 2006. 104

[11] G. Kramer, ed., Auditory Display: Sonification, Audifica-
tion, and Auditory Interfaces. Reading, MA, USA: Addi-
son Wesley, February 1994. 104

[12] T. Hermann and A. Hunt, “Guest Editors’ Introduction:
An Introduction to Interactive Sonification”, Multimedia,
IEEE, vol. 12, no. 2, pp. 20–24, 2005. 104

[13] T. Hermann and H. Ritter, “Model-based sonification re-
visited - Authors’ comments on Hermann and Ritter,
ICAD 2002”, ACM Trans. Appl. Percept., vol. 2, pp. 559–
563, October 2005. 104

[14] A. de Campo, R. Hoeldrich, G. Eckel, and A. Wallisch,
“New sonification tools for EEG data screening and mon-
itoring”, in Proc. Intl. Conf. Auditory Display (ICAD),
(Montreal, Canada), pp. 536–542, June 2007. 104

[15] G. Baier, T. Hermann, and U. Stephani, “Multi-channel
sonification of human EEG”, in Proc. Intl. Conf. Auditory
Display (ICAD), (Montreal, Canada), pp. 491–496, June
2007. 104

112



Proceedings of the eNTERFACE’07 Workshop on Multimodal Interfaces, İstanbul, Turkey, July 16 - August 10, 2007
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7. APPENDICES

7.1. Data Transport Protocol (OSC over UDP multicast)

The Bio-Music system is envisaged as potentially accommodat-
ing a wide variety of Data Acquisition (DAQ) hardware devices
for the capture of biological signals which could then be sent to a
wide variety of software (and potentially hardware) applications
for further processing or display. Biosignal sensors require cer-
tain type of interfaces and software; in principle, the biosignals

would be the only sources whilst other applications that con-
sume this data would be sinks but could in fact also be sources
of processed data analyses etc. Using OpenSoundControl over
UDP multicast was a very specific design decision: practically
it was not possible to run each sensor type with each computer
during the workshop, not only because of operation system de-
pendencies, but also because of computers data processing ef-
ficiency. In order to receive different data types from different
sources, setting up multicast open sound control protocol server
became an agreed alternative, which can maintain fast and direct
connections between sender and receiver.

Open Sound Control (OSC) is a User Datagram Protocol
(UDP) network based protocol for communication among com-
puters with a low limitation on latency, which is optimized for
modern networking technologies. It uses a URL style syntax to
specify instructions or data for specific uses. OSC allows the
user to define a namespace for their particular application pur-
pose. OSC also supports Unix-style file globbing and pattern-
matching mechanisms so that sophisticated and fine-grained se-
lections can be made (similar to regular expressions). It is very
network-friendly but is not tied to any one transport protocol, i.e.
it could use TCP/IP as well as IEEE 1394/Firewire. Addition-
ally, and very importantly, OSC is already supported by a wide
range of hardware and software applications. Also, the bundle
mechanism allows multiple messages to be sent with tone given
time-tag so that all events can occur at the same time. Even
through OSC protocol, users can interact clearly with the net-
worked computers; however, regarding to the server-client com-
munication type of the project, OSC based multicast server was
chosen to be used as a communication protocol in local area net-
work. The advantage of using multicast server is the possibility
to transmit the same data to more than one host, and instead of
broadcasting, only related host is receiving the message and the
message is transmitted only once for many clients, which saves
a lot of bandwidth in the network11.

Building OSC multicast structure required defining the pro-
ject name tags, which must to be specified by the sender and
receiver for the requested data types. For the purpose of this
project, we defined our own OSC namespace characterized thus:
/bio-music/#/source/#/type/#/. As an example, a
typical bio-music OSC message could look like this:
/bio-music/3/eeg/2/coherence/2 ...DATA...
DATA..., which would indicate that we have 2 channels of
“DATA” from subject 3’s EEG which is indicating coherence in
their EEG. A Pure Data patch has been designed to automati-
cally manage the formatting of OSC messages sent and received
between each components of the Bio-Music platform (Fig.13).

All devices (host computers, servers, capture stations etc.)
are connected to a local network, preferably using 100baseT
or gigabit ethernet, which has UDP multicast enabled, as most
LANs do. In principal, all nodes can act as sources and/or sinks
although in most cases they will be one or the other. Some
method of auto-discovery for the bio-music nodes is preferred
(could likely be the ZeroConf protocol) such that namespace
collisions can be avoided whilst also allowing bio-music nodes
to discover each other and auto-configure themselves. Some
possible bio-music nodes could include:

• biosignal source

• DSP analysis

• server stockage of data (recording)

• sonification or music output

• visualisation of visual artistic output

11http://www.tack.ch/multicast/
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Figure 13: Snapshot of the OSC Multicast Pure Data patch

So, in a sense, all nodes on the bio-music network can pro-
vide and have access to any information simultaneously if they
wish. Sampling rate of biosignals are fairly low (64 - 256 Hz
typically) and thus it seems that issues of data collisions, timing
and jitter on the network should not be significant if a fast and
reliable ethernet LAN is used.

7.2. Biosignals datasets collection

A rich dataset was collected using GSR, BVP, ECG, phalange
temperature and respiration signals and was extensively used to
implement and tune the signals processing functions. Dataset
generation was conducted in a quiet, comfortable lab environ-
ment. The subject either remained seated or standing and was
instructed to limit his body movement to minimize motion arte-
facts in the collected signals. The biosignals were recorded us-
ing Thought Technologys ProComp Infiniti biofeedback system
all sampled at 256 Hz. Two types of scenarios where recorded:
emotional states and electrical muscle activity. The different
emotional state data permits training and classifier validation of
online affective state recognition. Emotions were elicited us-
ing self-generation such as event recollection and personally
chosen music listening. As for the muscle activity, four sites
were selected while a musician performed on an accordion: bi-
cep, pectoral, forearm and calf muscle activity was measured in
synchronous with video recording. Fig. 14 shows a report of
a biosignals-based emotional state recording session achieved
during the project:
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Biosignals Dataset v.0.1
Date of collection: 23/07/07
Acquired by: Mitchel Benovoy
Environment: Air conditioned lab, noisy

• Subject

– Gender: female

– Age: 26

– Background: English, artistic training, Ph.D stu-
dent

• Acquisition interface

– Hardware: Thought Technology ProCom Infinity

– Software: Biograph Infinity

– Signals acquired: GSR, BVP, ECG, Temp, Resp

– Signal characteristics: raw

– Sampling rate: subsampled at 256 Hz

• Number of trials: 6

– Elicitation paradigm: Past event recollection (emo-
tionnally charged), subject used hand writting as
expressive aid.

– Emotions/states captured: sadness, joy, anger,
depression, relaxation, physical pain

• Trial specifics

– Trial 1.xls: sadness

– Trial 2.xls: joy

– Trial 3.xls: anger

– Trial 4.xls: depression

– Trial 5.xls: relaxation (using breathing techniques)

– Trial 6.xls: pain (cold water drinking with wisdom
tooth pain)

File format: Excel worksheets. column separated.

Figure 14: Report of a biosignals-based emotional state record-
ing session.
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3 TELE Laboratory, Université catholique de Louvain, Louvain-la-Neuve, Belgium

ABSTRACT

UsimagTool will prepare specific software for the physician to
change parameters for filtering and visualization in Ultrasound
Medical Imaging in general and in Elastography in particular,
being the first software tool for researchers and physicians to
compute elastography with integrated algorithms and modular
coding capabilities. It will be ready to implement in different
ecographic systems. UsimagTool is based on C++, and VTK/ITK
functions through a hidden layer, which means that participants
may import their own functions and/or use the VTK/ITK func-
tions.
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1. INTRODUCTION

The extraordinary growth experimented by the medical image
processing field in the last years, has motivated the development
of many algorithms and software packages for image process-
ing. One of the most important set of algorithms for image pro-
cessing can be found in the Insight Toolkit (ITK) [1] open source
libraries for segmentation and registration of multidimensional
data. At the same time, several software packages for medical
image visualization and analysis have been developed using ITK
and the visualization toolkit (VTK) [2] libraries. There are also
some efforts to develop software that could be easy to modify
by other researchers, for example the Medical Imaging Inter-
action Toolkit (MITK) [3], is intended to fill the gap between
algorithms and the final user, providing interaction capabilities
to construct clinical applications.

Therefore, many software packages for visualization and
analysis of medical data are available for the research commu-
nity. Among them we can find commercial and non commercial
packages. Usually, the former ones are focused on specific ap-
plications or just on visualization being more robust and stable,
whereas the latter ones often offer more features to the end user,
and they are usually available as open source projects. Some
of the non commercial packages equipped with graphic user in-
terface (GUI), are 3D Slicer [4, 5], Julius [6], Osirix [7], ITK-
SNAP [8], Medical Studio [9], MedInria [10], Amide [11] and
FusionViewer [12], to cite some of them. Other important com-
mercial software packages are Analyze [13], Amira [14] and 3D
Doctor [15].

The requirements that we look for in a medical imaging
software package for researchers can be summarized in the fol-
lowing list:

• Open source code: to be able for everyone to modify and
reuse the source code.

• Efficiency, robust and fast: using a standard object ori-
ented language such as C++.

• Modularity and flexibility for developers: in order to chan-
ge or add functionalities as fast as possible.

• Multi-platform: able to run in many Operating systems
to be useful for more people.

• Usability: provided with an easy to use GUI to interact
as easy as possible with the end user.

• Documentation: it is important to have a well documented
web site as well as a complete user and developer manu-
als or tutorials.

Among the non commercial packages mentioned before, A-
mide and FusionViewer do not accomplish all these features be-
cause they are not specially designed for developers, and they
are not well documented for that, Osirix is only available for
Mac OS, MedInria is not open source, Medical Studio is in
an early stage of development, and only ITK-SNAP, Slicer and
Julius accomplish almost all of the features mentioned, but their
structure is relatively complex compared with the architecture
of UsimagTool, thus they do not offer a flexible architecture for
researchers. We propose here a package that fulfills all these
requirements and at the same time is equipped with a set of al-
gorithms for ultrasound (US) image processing, which makes
this package one of the few software packages developed for
US image processing.

2. INTERFACE

This section describes the new interface developed for Usimag-
Tool, as well as the new ways for the interaction between the
user and the tool.

2.1. General Structure

The general view of the UsimagTool interface appears in Figure
1, where it can be seen that the interface is divided into two main
parts: the processing and configuration part and the visualization
part. The first one is on the left-hand side of the application
window, and it is divided into three subparts:

1. Type of Processing. It is a menu for selecting the type
of processing (see Figure 2). When a type of processing
is selected, multiple filters and algorithms related to the
selected type appear in the options panel. These options
are thought to be reconfigurable.
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2. Options Panel. This panel presents the most usual algo-
rithms for each processing type.

3. Configuration Panel. Here all the parameters of each
filter can be selected, as well as the input/output origin or
visualization destinations.

Figure 1: General view of the UsimagTool graphic user inter-
face

The visualization part is on the right-hand side of the appli-
cation window. There are multiple visualization options avail-
able: 3D Surface Rendering, Orthogonal visualization and Split
visualization. Each visualization mode can be selected pressing
the corresponding button.

Figure 2: Type Processing menu

2.2. Menus

In order to provide an easy and fast access to all the basic op-
erations as well as all the image processing algorithms avail-
able, UsimagTool is organized using different menus for differ-
ent group of operations. Figure 3 shows the area of the interface
where the menus are placed. Next, we briefly describe the struc-

Figure 3: Detail of the UsimagTool interface showing the differ-
ent menus.

ture and options of the different menus:

1. UsimagTool: This menu allows to access to three general
options of the program:

• About UsimagTool: This operation is intended to
show information about the program release and
versions. It has not been implemented yet.

• Preferences: Using this option, the user can ac-
cess the general setting of the program, which will
appear in the Configuration Area.

• Quit UsimagTool: This option exits the program.

2. File: This menu gives access to file input and output op-
erations:

• Open: This option opens a selection window for
choosing an image or volume file in several file
formats: metaheader, raw data (in another menu
item), voluson, DICOM, JPEG, PNG, TIFF.

• Open Raw: This operation opens a selection win-
dow for raw data, and also another window for the
introduction of the necessary parameters (see Fig-
ure 4).

Figure 4: Parameter window for the ”Open Raw” operation.

• Save: Using this option, the current image in the
selected viewer is saved. A window appears where
the file name needs to be chosen. Metaheader, vo-
luson, DICOM, JPEG, PNG and TIFF are suppor-
ted.

• Save as: This option is not yet implemented.

3. Image: This menu has been designed for easy access to
some useful operations in the visualization of the images
and volumes. Currently, these options are not accessible
using this menu and can only be employed using key-
board buttons.

4. View: In this menu, three different visualization options
can be selected:

• Split: Four viewers allow the independent visual-
ization of four 2D images. This is the default op-
tion.

• Orthogonal: For a 3D volume, three orthogonal
views are shown: sagittal, axial and coronal.

• Surface Rendering: For a 3D surface polydata
file in VTK, this option shows the surface in 3D.
Zoom in, zoom out and 3D rotation can be then
performed.

5. Basic Operations: This menu provides access to some
basic image processing operations, such as addition, dif-
ference, multiplication (these three operations need two
input images), erosion, dilation, gradient, rescaling, re-
labeling, absolute difference and inverse image. Some
of these operations need the configuration of some pa-
rameters. If this is the case, a configuration window will
appear to this end.
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6. Filtering: Within this menu, different filtering algorithms
are placed, from the most basic mean, median or Gaus-
sian filtering to the most advanced bilateral or Wiener fil-
tering. Besides, two more groups of filtering algorithms
are implemented: Edge detection algorithms (zero-cros-
sing edge detector and Canny detector), and anisotropic
filtering (with five different variants).

7. Segmentation: This menu offers three different segmen-
tation algorithms. First, a basic thresholding algorithm is
proposed. Second, a level set segmentation algorithm has
been implemented, and finally a supervised kNN algo-
rithm can be employed. All three methods need different
parameters to be tuned and therefore open a configuration
panel in the configuration area.

8. Registration: Two registration algorithms are to be im-
plemented in this menu. First, a demons registration al-
gorithm (which opens a configuration panel). Second, a
TPS (Thin Plate Splines), which is not implemented yet.

9. Help: This menu provides access to different help op-
tions, which are not implemented yet.

2.3. Configuration Area

As roughly indicated in Section 2.1, the left side of the appli-
cation window is dedicated to configuration purposes. When a
general type of processing is selected in the top part, the most
common processing operations belonging to that type appear in
the Options Panel, as was explained before and showed in Fig-
ure 2. Then, when a particular operation is chosen by pressing
the corresponding button or by selecting it in the different oper-
ation menus explained in Section 2.2, the different configuration
options of this particular processing operation will appear in the
Configuration Panel. Besides these options, which depend on
the particular choice of the operation, the user can also select
which viewer will be selected as an input for the processing al-
gorithm1, and which viewer will be selected for the visualization
of the algorithm output.

2.4. Visualization Area

The right part of the application window is the Visualization
Area. UsimagTool provides three main visualization modes:
Split Mode, Orthogonal Mode (not implemented yet) an 3D
Rendering Mode. Depending on the visualization mode, which
can be chosen in the right end of the application window, the
Visualization Area changes its appearance.

2.4.1. Split Mode

Once the data is loaded, the image appears in one of four main
viewers of the interface. These windows always show 2D im-
ages, but they are capable of representing the different orthogo-
nal cuts of a volume (pressing the buttons 0,1,2 when the cursor
is on them). Furthermore, there is a slider at the bottom of every
viewer that allows to change the cut showed when the data is a
volume. The visualization of the processed information can be
done in any of the four main viewers.

The destination viewer for the output of every filter is con-
trolled in the Configuration Panel.

There are different visualization operations that are avail-
able for each visualization window, and are accessible pressing
the corresponding button as explained in Table 1.

1For certain types of algorithms, several images or volumes must be
selected as inputs.

0 See cuts in the x axis
1 See cuts in the y axis
2 See cuts in the z axis (by default)
¡ , See the following cut
¡ , See the previous cut
r Reset all the options
h Help (this summary)
x Flip x axis
y Flip y axis
z Flip z axis

q w Diminishes, increases the top limit of the window in
intensity

e alternates the values of the top limit windows in
intensity between clipping and setting-to-black

a s Diminishes, increases the lower limit of the window
in intensity

d Alternates the values of the lower limit windows in
intensity between clipping and setting-to-black

+ = Zoom-in a factor 2
- Zoom-out a factor 2

i m j k Moves the image int he directions up, down, left,
and right.

t Transposes the axis of the cut showed
A See axis labels: P=posterior, L=left, S=superior
C See crosses where the cursor was last clicked
I See image values where the cursor was last clicked
T Show or hide the clicked points
P Change the coordinates between index and physical

units
D See image details superposed
O See a superposed color
p Save to a file the clicked points
l Change the the screen data showing way

Ways change cyclically in the following views:
Intensity
Inverse
Log
Derivative respect to x
Derivative respect to y
Derivative respect to z
Mix with the previous and following cut
MIP

Table 1: Available options in the visualization windows

2.4.2. Orthogonal Mode

This visualization mode is not implemented yet.

2.4.3. 3D Rendering Mode

This mode allows the visualization of a 3D surface. When it is
selected, the corresponding data file can be loaded, and then the
3D surface is rendered. Zoom and rotation can be applied in this
visualization mode (see Figure 5).

2.5. Points management

We have included a module for points management, useful in
many situations such as landmark based registration, initializa-
tion of region growing of level set algorithms and other super-
vised algorithms like the k nearest neighbors algorithm. The
functionalities included in this module are:

• Add point.
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Figure 5: Rendering volume window

Figure 6: Points management module

• Open an existing points file.

• Save the points selected to a file.

• Clear all points.

• Delete last point.

• Change the id of the points to add.

• Show and hide the points in the viewer.

• List number of points selected.

2.6. Preliminary integration of an intuitive device for navi-
gation

Successful image manipulation requires an intuitive user inter-
action. We propose an original navigation device which al-
lows the user to interact with and manipulate items on screen
through the use accelerometers and optical sensors. A wireless
one-handed remote control is presented instead of the traditional
cursor-based navigation of current medical consoles.

Figure 7: Wii remote control device

Nintendo’s Wii Remote has been used as a low-cost pro-
totype, see fig 7. It has the ability to sense acceleration along
three axes through the use of an Analog Devices ADXL330 ac-
celerometer. The Wii Remote also features an infrared (IR) op-
tical sensor, allowing it to determine where the Wii Remote is
pointing at if an external infrared bar is used. It includes eleven
buttons for user-interaction. It communicates wirelessly with
the PC via short-range (10 meters) Bluetooth radio.

A customized ’wiiuse’ library [16] has been used. It is com-
pletely written in C and meant to be portable between Linux and
Windows platforms. It has been preliminary tested on Linux
hosts, making use of BlueZ bluetooth drivers that permit com-
munication with Bluetooth HID-capable devices. It is capable
of capturing button press events, motion sensing (tilt), and will
include support for IR pointing in the future.

User interaction has been prototyped as follows: pitch and
roll angles control Y and Z navigation, respectively. Zoom level
is controlled by means of the Wiimote’s cursor pad. Blue Light
Emitting Diodes (LED) show different user modes or the active
window.

3. WORKPACKAGES

3.1. Basic Operations

In order to support pre and/or post processing of the data images,
some basic operations are included in this tool. They include
gradient magnitude computation, addition and multiplication of
images, relabeling of segmented images, connected components
labeling, inversion of images, Canny edge detection filtering,
and binary morphological operations (erosion, dilation, opening
and closing). All of them are implemented using standard filters
of ITK.

3.2. Segmentation

We include in UsimagTool some classic algorithms such as basic
thresholding and level sets previously implemented in the ITK.
The main algorithms implemented in our tool, that are not part
of the official ITK release are the k nearest neighbors segmenta-
tion and a segmentation method based on a MRF model.
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3.2.1. K nearest neighbors (kNN)

We have included the k nearest neighbors segmentation (kNN)
algorithm in UsimagTool. The kNN algorithm is a supervised
non parametric technique used for years mostly to segment Mag-
netic Resonance Images (MRI). Its main drawback was its com-
putational complexity to find the neighbors in the feature space,
but this issue was drastically reduced by using lookup tables
based on high order Voronoi Diagrams, as proposed in [17] and
[18]. The implementation used here is based on those publica-
tions, and the algorithm is coded in ITK, and it is also publicly
available in [19]. As this is a supervised method, the user needs
to initialize or to train the classifier, by clicking several pixels in
the image, and assigning to each pixel the class it should belong
to. For this reason we can use the point management module ex-
plained above for this training step. We have designed a wizard
(see Figure 8) to guide a non expert user to use this algorithm.
It consists of three windows: first window to choose parameters
and input/output, the second window to choose between load ex-
isting points or train the classifier and the third one for landmark
manipulation.

In Figure 9 we show the result of this algorithm applied to a
MRI of a human brain.

3.2.2. Kidney segmentation

This is a semiautomatic method of segmentation of the kidney
external surface in US images. The main objectives of this task
are to improve the common measurements of the renal volume
and the visualization and analysis of the organ shape. In the
manual part the practitioner inserts six points that correspond
to the main axes of the best-fit ellipsoid for the kidney surface
[20]. This simple insertion is extended to those cases in which
the whole kidney volume is not acquired, where the user must
introduce twelve points that correspond, to the main axes of the
visually estimated fit of an ellipse to the extremal and central
kidney slice contours.

The automatic method is a model based segmentation one.
It is a 3D extension of the method in [21]. It takes the points and
builds an ellipsoid. Then it discretizes this surface by means of
a cylindrical coordinate system induced parametrization. So the
initial surface is described by a set of S = P × J points that
correspond respectively to the set of cuts and rays of the model.
This template surface is refined by allowing its deformation into
a discrete space defined by the set Ω = Λ×S, where Λ refers to
a set of possible radial deformations in the surroundings of the
template surface.

Each of the elements in Ω define two regions in the volume
image, namely a region of closeness and an inner region. The
algorithm is going to construct the two external potential terms
with the pixels included in these two regions. In our framework
these terms contribute to the a posteriori likelihood terms. They
are based respectively on an exponential distribution modeling
of the image gradient and a beta distribution modeling of the im-
age intensity. On the other side, from the locations of the pos-
sible deformation points and their neighbors, we can construct
a predefined a priori model or the internal energy of the model
that tries to maintain the smoothness of the surface by favoring
those solutions in which the first and second finite radial defor-
mation derivatives are small. Both trends are joined together
into a Markov Random Field of deformations. The estimation
of the relative importance of each of them as well as the esti-
mation of the deformed surface are integrated in a Maximum a
Posteriori framework [22, 23].

A result of a segmented contour in one slice of a healthy
kidney is shown in figure 10. The code of the module is based
on VTK and it is integrated with the rest of the functionalities in

Figure 8: Wizard windows
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Figure 9: kNN Segmentation in UsimagTool

Figure 10: 2D kidney segmentation

UsimagTool, although it is at this time a beta version. It seems
clear for us that the method could be adapted for the segmenta-
tion of another abdominal organs as the liver or the prostate as
pointed out in [21]. This could be interesting for taking a bet-
ter advantage in the visual interpretation of 3D images acquired
with modern echographic techniques.

3.3. Registration for Elastography

The Demons ITK algorithm has been added to the tool with gen-
eral purpose. This workpackage is very important for the elas-
tography intended part of UsimagTool, therefore own software
has been implemented and modified to be adapted for elastog-
raphy purposes as this modality has its specific needs. In this
section, a brief description of elastography and the registration
method used is described. This filter is in process to be added to
the UsimagTool. This process will be finished after the eNTER-
FACE due to its difficult integration as it is not an ITK filter but
a C++ module that needs to be compiled together with the main
code.

Changes in tissue stiffness correlate with pathological phe-
nomena that can aid the diagnosis of several diseases such as
breast and prostate cancer. US elastography measures the elas-
tic properties of soft tissues using US signals.

The standard way to estimate the displacement field from
which researchers obtain the strain in elastography is the time-
domain cross-correlation estimator (TDE). Optical flow (OF)
methods have been also characterized and their use keeps in-
creasing.

We have introduced the use of a modified demons algorithm
(MDA) to estimate the displacement field. A least-squares strain
estimator (LSE) is applied to estimate the strain from the dis-
placement. The input for the algorithm comes from the US scan-
ner standard video output; therefore, its clinical implementation
is immediate. The resulting elastogram and the isoechoic input
precompression image for the simulated phantom are presented

in Figure 11. It is observed how an inclusion 3 times stiffer than
the background can not be appreciated in the B-mode image of
the experiment presented. However, at the elastogram, at the
right of the same figure, the inclusion is clearly visible.

Although other researchers have used registration methods
for elastography, as far as we know, it have not been used as
stand alone but together with elastic modulus reconstruction or
FE which iteratively varies material properties to improve regis-
tration. Our method does not requires any assumption about the
isotropy or initialization for the algorithm, reducing the compu-
tational cost with respect to the other registration methods used
for elastography. Compared to OF methods, we obtain a more
regularized displacement field reducing the artifacts in the strain
image. The advantage of these method based on the B-mode
ultrasound image compared to those based on the RF A-lines
(TDE) is the flexibility to include into commercial US scanner
because the formerinput comes from the standard video output
of the equipments. Decorrelation effects, mainly when dealing
with pronounced strains, compromises the accuracy of the TDE
methods. The obtained results have been already sent for its
presentation in an international congress.

3.4. Filtering

Several classic filtering methods have been implemented in Usi-
magTool such as Gaussian, median, Wiener, or anisotropic fil-
ters, as well as a set of edge-detection techniques. Addition-
ally we have developed new specific filters for US images: a
Speckle Reducing Anisotropic filter (SRAD) [24], Detail Pre-
serving Anisotropic Diffusion (DPAD) filter for speckle [25], a
Tensor guided Anisotropic Diffusion filter (TAD) based on [26]
and an anisotropic Wiener filter for speckle removal based on
[22].

3.4.1. Classic filtering methods

The following well-known methods has been included in the
current UsimagTool version:

• Gaussian filtering: smoothing through a convolution with
a Gaussian kernel of variance σ2.

• Median filtering: block-wise median filtering [27].

• Mean filtering: sample average in a neighborhood.

• Wiener filter: Classic implementation of the Wiener fil-
ter; i.e. the Linear Minimum Mean Squared Error (LMM-
SE) estimator assuming Gaussian additive noise [27].

• Anisotropic Diffusion filtering schemes [28, 29, 30, 26].

• Edge-detection techniques: Zero crossing edge detector
and Canny filter [27].

3.4.2. Speckle Reducing Anisotropic Diffusion (SRAD) and
Detail Preserving Anisotropic Diffusion (DPAD)

Anisotropic diffusion is a well known and widely used technique
in image processing, since it offers a good compromise between
noise removal and edge preservation; the original formulation
by Perona and Malik [28] was based on the heat diffusion equa-
tion, where the gray level of the image, I , acts as the temperature
that drives the heat conduction over the image.

This approach has shown a very good performance when
dealing with additive noise. However, it seems to fail when
working with US imaging, where the additive model does not
hold. We use here the ideas proposed in [24], substituting this
gradient-driven diffusion coefficient with a coefficient based on
adaptive filtering theory; the coefficient of variation used in the
LMMSE filtering for speckle removal [31, 32] is casted into the
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Figure 11: Left: Precompression B-mode image. Right: Strain image resulting from the MDA registration.

PDE environment, achieving a similar formulation to the origi-
nal anisotropic one, but with the ability to cope with multiplica-
tive noise.

Although the formulation of SRAD is deduced in [24] only
for the 2D case, we have extended it to a 3D case. Moreover,
given the templated nature of the ITK software, the same source
code, with no modifications, is valid for both the 2D and 3D
scenarios.

In [25] authors propose a more robust way to estimate the
coefficient of variation in a SRAD scheme. This, together with
a more complete solution produces an alternative scheme called
Detail Preserving Anisotropic Diffusion (DPAD) filter. A new
ITK class has been developed and included into UsimagTool.

3.4.3. Tensor Guided Anisotropic Diffusion Filtering (TAD)

One of the main issues with anisotropic diffusion filtering is
the numeric scheme used to solve the PDE. The most usual
way is the explicit implementation by means of finite differ-
ences: at a given iteration, the right hand side of the equa-
tion is computed given the current estimates of I(x, y, t), and
then the partial derivative in time is approximated by ∂I/∂t '
(I(x, y, t+τ)−I(x, y, t))/τ so that I(x, y, t+τ) can be easily
found by forward differences as:

I(x, y, t+ τ) = I(x, y, t) + τ∇ · (c (I(x, y, t)) · ∇I(x, y, t))
(1)

The problem with this scheme is that it needs a very low
value of τ (typically τ < 1/4 in the 2D case) for the system
to be stable, so many iterations are needed to converge to the
steady state. The solution given in [26] is to use a semi-implicit
scheme, which has been proved to unconditionally converge for
any value of τ .

The method is said to be semi-implicit because one uses the
gradient in the next time sample but the diffusion coefficient is
assumed to be the one computed in the current iteration. Each
step of the algorithm requires to solve a linear system of equa-
tions which is highly sparse, so a recursive algorithm may do
this task with low computational cost [26].

On the other hand, traditional anisotropic diffusion is based
on the fact that diffusion is simply stopped near relevant struc-
tures, so edges are preserved, but not enhanced. The approach of
[33] generalizes the heat diffusion equation by the introduction
of a diffusion tensor instead of the diffusion parameter, so c(x)

is a 2 × 2 matrix (in the 2D case); the eigenvectors of this ma-
trix are set to be the same as those of the structure matrix of the
image at this point. Regarding the eigenvalues, the one corre-
sponding to the direction parallel to the contour is kept constant,
meanwhile the eigenvalue along the orthogonal direction is also
computed.

This way, near edge pixels there still exists a diffusion pro-
cess, but it happens in a direction parallel to the contour. Far
from the edges, the diffusion is isotropic to favor noise removal.
This kind of filters not only preserve the contours, but they are
able to enhance them as well. A semi-implicit implementation
is derived once again to obtain an adequate computational be-
havior.

Although the work in [33] is intended for speckle removal,
the problem is the same as in the case of scalar anisotropic dif-
fusion: speckle is a multiplicative noise, so the additive model
cannot be assumed. For this reason, we have adapted the algo-
rithm to overcome the problem in a similar way to that intro-
duced in [24] for the scalar case. The diffusion tensor is here
computed based on local statistics specific for the US imaging
case. The direction of the eigenvector parallel to the contour is
found using the sticks model proposed by Czerwinski [34].

For the eigenvalues, a simple speckle classifier [35, 22] based
on the moments of the homodyned k-distribution is used to dis-
criminate fully formed speckle, where the diffusion is purely
isotropic, and resolved speckle, where the diffusion is driven
only following the sticks direction, which are ideally parallel to
the contours of the US image.

3.4.4. Anisotropic Wiener Filter with Bias Correction

The Wiener filter, that is, the optimum linear filter in the min-
imum mean square error (LMMSE) allows to estimate a signal
X from its noisy observation Y = X + N, where N is the
additive noise [27]. Wiener filter is known to be optimal under
the assumption of Gaussian distributed data. However, this as-
sumption is not valid for US images, that are better modeled by
a Rice distribution [36]. For this reason, the direct application of
Wiener filtering would introduce a bias in the results. Therefore,
our Wiener filter implementation includes a previous bias cor-
rection step based on the Rice distribution. It is based on the fact
that the SNR (Signal to Noise Ratio) for a Rice distribution is a
monotonic function that depends only on one parameter γ = s

σ
[22], where S is the signal envelope and σ its variance. The SNR
can be estimated from the observation by the method of the mo-
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ments. Since the SNR function is monotonic, we can estimate
the parameter γ from the estimated SNR value by means of the
inverse function. On the other hand, the second order moment
of the Rice distribution is given byEY 2 = 2σ2+s2 = s2 2+γ2

γ2 .
Therefore, the signal envelope can be estimated by the eq. (2).

s̄ =

s
Ȳ2γ̄2

2 + γ̄2
(2)

In such a way, we compute the bias corrected signal Y ′(n) =
Y (n)− Ȳ (n) + s̄(n) and the anisotropic Wiener filtering is ap-
plied over it. The resulting approach eliminates the bias, main-
tains the underlying signal structure unaltered and at the same
time reduces the local variability palliating the speckle effect.

4. FUTURE OF USIMAGTOOL

Although UsimagTool is now in an advance stage, there is still
too many work to do. We need to complete some of the tasks
in the immediate future such as: integration of the elastography
algorithms and other filtering algorithms developed during eN-
TERFACE 07, addition of vector image processing, complete
the on-line help and the user and developers manual, and re-
design some of the features of the GUI in order to make them
more intuitive and easy to use. Another immediate task is the in-
tegration and testing of the wiimote control, in order to improve
the interaction with the user.

Additionally we plan to restructure part of the main classes
of the code to make it even more modular than now, and there-
fore more easy for a new user to include new functionalities. In
the long term, we will include tensor data support: input and
output using the tensor standard developed in similar, and also
processing and visualization capabilities.

5. CONCLUSIONS

We can say that the work done in eNTERFACE 07, has been
quite useful for the development of a new graphical user inter-
face designed to help researchers in the development and use of
algorithms for US image processing, that can be also used for
other image modalities. The features of this tool makes it quite
useful for researchers, due to the flexibility offered by its sim-
ple architecture, that allows to include new algorithms very fast.
It is also important to highlight that this is an open source project
which is available on line in http://www.lpi.tel.uva.es/usimagtool.

The work done in the redesign of the interface has been in-
tensive from the whole eNTERFACE period, and the final result
although not finished is quite satisfactory. We have improve the
3D viewer for surface rendering, and we improve the 2D viewers
in order to include support for points management.

We have also developed some algorithms for US elastogra-
phy although they are not included in UsimagTool. We have also
implemented several algorithms not included in the official ITK
release: one supervised segmentation method (kNN), one seg-
mentation algorithm for US kidney based a MRF model, and the
filtering algorithms: TAD, DPAD and SRAD, they all based on
well known published works. We have also included in this tool
many other well known algorithms from the ITK official release
that are very useful for developers.

In order to improve interaction with the user we have stud-
ied the Wiimote control which provides many capabilities to the
user and that we consider quite interesting also because it is a
low cost device. We have developed a simple interaction mode
with this device in a prototype with successful results, but more
work is still needed.

We have also taken especial care in the multi-platform com-
patibility (windows and linux), so the same source code can be
compiled and executed in both operating systems.

We can state that with all these accomplished tasks, the
work done for UsimagTool has been quite satisfactory. We be-
gan with a prototype in a very early stage of development and
now we can say that this tool has the features of an advanced
software package for US image processing.
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ABSTRACT

In this paper we present the investigations realized in the
context of the eNTERFACE 3rd summer worshop on multimodal
interfaces. It concerns the development of a new release of the
RAMCESS framework (2.x), preserving the accurate and ex-
pressive control of voice quality dimensions available in the ex-
isting system (from 2006), but adding coarticulated speech pos-
sibilities. This work will be achieved by the analysis, separation
and modeling of the glottal source component from a limited-
size and adapted singing voice database.

1. INTRODUCTION

Expressivity is nowadays one of the most challenging topics
studied by researchers in speech processing. Indeed, recent syn-
thesizers provide acceptable speech in term of intelligibility and
naturalness but the need to improve human/computer interac-
tions has brought researchers to develop systems that present
more ”human”, more expressive skills.

Speech synthesis research seems to converge towards appli-
cations where multiple databases are recorded, corresponding to
a certain number of labelled expressions (e.g. happy, sad, angry,
etc.). At synthesis time, the expression of the virtual speaker
is set by choosing the units in the corresponding database, then
used in well-known unit selection algorithms.

Recently remarkable achievements have also been reached
in singing voice synthesis. We can highlight naturalness and
flexibility of Bonada et al. [1] algorithms where singing frames
are structured at a high performance level. These kinds of tech-
nologies seem mature enough to allow for the replacement of
human vocals with synthetic, at least for backing vocals.

However existing singing systems suffer from two restric-
tions: they are aiming at mimicking singers rather than offering
real creative voice timbre possibilities, and they are generally
limited to note-based MIDI controllers.

In this context, we propose to investigate an original option.
We postulate that, even if the use of databases is strategic in or-
der to preserve naturalness, voice modeling has to reach a higher
level. These improvements have to meat particular needs, such
as more realistic glottal source/vocal tract estimation, manipu-
lation of voice quality features at a perceptual and performance
level, and strong real-time abilities. The other issue concerns
mapping strategies that have to be implemented in order to opti-
mize the performer/synthesizer relation.

In this paper we present the work that have been achieved
during the 3rd eNTERFACE workshop. This work is in the
continuity of both 2005 and 2006 work about voice quality ma-
nipulation. Thus, after a short introduction of the mixed-phase

model of voice production (cf. section 2), we present the ex-
isting framework, called RAMCESS 1.x, which was used as a
starting point for our investigations (cf. section 3). Then we
describe the analysis routines, implemented in order to separate
glottal source and vocal tract contributions on a given database
(cf. section 4). We also give a comment about the use of SDIF
encoding (cf. section 5). Finally we give an overview of the
RAMCESS 2.x framework (cf. section 6).

2. MIXED-PHASE MODEL OF VOICE PRODUCTION

The mixed-phase speech model [2] [3] is based on the assump-
tion that speech is obtained by convolving an anti-causal and
stable source signal with a causal and stable vocal tract filter.
The speech signal is a mixed-phase signal obtained by exciting
a minimum-phase system (vocal tract system) by a maximum-
phase signal (glottal source signal). (It should be noted that the
return phase component of the glottal source signal is included
in the vocal tract component since it also has minimum-phase
characteristics.) The mixed-phase model assumes that speech
signals have two types of resonances; anti-causal resonances of
the glottal source signal and causal resonances of the vocal tract
filter.

The mixed-phase modeling plays an important role in both
analysis and synthesis in our study. In analysis, estimation of
glottal flow is achieved by ZZT (Zeros of Z-Transform) de-
composition (cf. section 4) which decomposes the signal into
anti-causal and causal components. In synthesis, mixed-phase
signals are synthesized by exciting minimum phase filters with
maximum phase excitation (cf. sections 3 and 6). These result
in achieving a natural timber for the output sound which is very
important for a digital instrument.

3. RAMCESS 1.X SYNTHESIS ENGINE

In this section we describe the existing framework, developped
during preceding eNTERFACE workshops. This project, called
RAMCESS (i.e. Realtime and Accurate Musical Control of Ex-
pression in Singing Synthesis) can be used as an original tool
for studies on voice quality, analysis by synthesis or by gesture,
and the performance of high quality singing voice. This section
exposes new elements of the synthesis software library (which
becomes progressively a collaborative project, called VQCLIB
[4]), improvements achieved in the modeling of glottal source
and vocal tract in order to preserve expressivity and achieve re-
altime production, and a comment about dimensionnal control
of voice quality.

129



Proceedings of the eNTERFACE’07 Workshop on Multimodal Interfaces, İstanbul, Turkey, July 16 - August 10, 2007

3.1. Voice Quality Control Library

The Voice Quality Control Library (or VQCLIB) [4] is a col-
laborative project that aims at developing a large set of modules
for realtime environments (at this time MAX/MSP, and PURE
DATA in the pipeline), focusing on the accurate and expressive
realtime control of voice timbre features. Indeed voice produc-
tion patches can be implemented step-by-step, opening large
possibilities on glottal signal configuration, vocal tract filtering,
or multiple representations of voice signal features. This ini-
tiative aims at attracting scientific research or computer music
communauties in interactive forums, in order to share knowl-
edges and know-how about realtime voice synthesis. The first
version has been released, and a major update is in the pipeline.
VQCLIB serves now as the basis of all further investigations on
realtime voice synthesis. An example patch is illustrated in the
Figure 1.

Figure 1: Example of MAX/MSP patch using several objects of
VQCLIB.

3.2. Computation of the Glottal Flow Signal

Glottal pulse signal can be synthesized with many different mod-
els. Typical temporal and spectral representations of one period
of the derivative of the glottal flow (with usual descriptive pa-
rameters: T0, GCI , Oq , αm and TL) are illustrated in Figure 2.
In term of flexibility and quality, we can particularly highlight
LF [5] and CALM [6] models. However none of them is really
suitable for realtime processing. On the one hand, LF parame-
ters are the solution of a system of 2 implicit equations1 which is
known to be unstable. On the other hand, CALM is linear filter
processing but one of the filters has to be computed anticausally.
This is possible in realtime but with a limited flexibility [7].

The improvement that we propose can be seen as a compro-
mise between both LF and CALM models, or a kind of spec-
trally enhanced LF model. In order to avoid the resolution of
implicit equations, only the left part of the LF model is used. It
is computed using the left part (cf. equation (1)) of the normal-
ized glottal flow model (GFM) described in [8].

ng(t) =
1 + eat(aαm

π
sin(πt/αm)− cos(πt/αm))

1 + eaαm
(1)

where t evolves between 0 and 1, and is sampled in order to
generate the Oq × Fs

F0
samples of the opened phase (Oq : open

quotient, F0 : fundamental frequency, Fs : sampling rate); αm

1The LF model gives equations of temporal shapes of both curves on
the left and the right of the GCI. The conditions are then 1) the integra-
tion of the whole period has to be 0, and 2) left and right curves have to
be connected at the position of the GCI.

Figure 2: Temporal (left) and spectral (right) representation of
the derivative of one period of glottal flow, with usual descrip-
tive parameters: T0 (fundamental period),GCI (glottal closure
instant), Oq (open quotient), αm (asymetry coefficient) and TL
(spectral tilt).

is the asymetry coefficient and a = f(αm) is the pre-processed
buffer of solutions of the equation (2).

1 + ea(a
αm
π
sin(

π

αm
− cos( π

αm
))) (2)

Then the right part (the return phase) is generated in spec-
tral domain, which means that the left LF pulse is filtererd by the
spectral tilt low-pass first order filter presented in [6]. This op-
tion is also prefered because a long filter-generated return phase
smoothly overlaps with following pulses, thus avoiding discon-
tinuities. The complete process, also integrating the derivation
of the pulse and the normalization (in order to control separately
spectral tilt and energy of the pulse), is illustrated in Figure 3.

Figure 3: Synthesis of the glottal pulse by combination of LF left
part time-domain generation, spectral tilt filtering, derivation
and normalization.

3.3. Computation of the Vocal Tract Filter

The vocal tract is computed with a simple tube model. LPC co-
efficents ai are converted into reflection coefficients ki, and then
into area (or section) coefficients Si, defining geometrical prop-
erties of vocal tract. A complete coefficient conversion frame-
work have been developed in order to jointly manipulate mul-
tiple representations (spectral and physical) of the vocal tract.
This approach is powerful in order to create typical voice qual-
ity effects: vowel interpolation, obstructions, singer formant, etc
[7]. A representation of the vocal tract by its sections (Si) is il-
lustrated in Figure 4.

Figure 4: Geometrical representation of the vocal tract, thanks
to its Si.
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3.4. Dimensional Study of Voice Quality

On the top of typical synthesis parameters that VQCLib can ma-
nipulate (F0, Oq , αm, Tl, spectral and geometrical features of
vocal tract), it is interesting to build a layer which is able to pro-
vide more perception-based control to the performer. This di-
mensional study of voice quality have been achieved, resulting
in a set of dimensions and their corresponding mapping equa-
tions with synthesis parameters [7]. As an example, we describe
here the way we define the behavior of the open quotient (Oq) as
a function of tenseness (T ), vocal effort (V ) and registers (Mi)
in equations (3), (4) and (5).

Oq = Oq0 + ∆Oq (3)

Oq0 =

(
0, 8− 0, 4 V if Mi = M1 (modal)

1− 0, 5 V if Mi = M2 (chest)
(4)

∆Oq =

(
(1− 2 T ) Oq0 + 0, 8 T − 0, 4 if T ≤ 0, 5

(2 T − 1) Oq0 + 2 T + 1 if T > 0, 5
(5)

4. EXPRESSIVE VOICE ANALYSIS

This section describes investigations that have been realized in
order to work on database contents instead of pure rule-based
modeling. Different steps are described. First we discuss choices
that have been made in the design and the segmentation of the
first database. Then we propose the use of a sequence of dif-
ferent algorithms (ZZT, LF fitting, ARX-LF and spectral com-
pensation) in order to achieve a high-quality decomposition of
speech signals in its glottal source and vocal tract contributions,
and the reliable modeling of these contributions. Finally we pro-
pose a suitable format, called SDIF for the encoding of the pa-
rameters of these models.

4.1. Database Design

In order to achieve coarticulated speech synthesis, we need to
record a database containing at least one instance of each di-
phone (i.e. a two-phoneme combination) of a language, what-
ever it is. However, as we are investigating first steps in this re-
search, our target is to be able to synthesize a few sentences with
high quality and realtime control over pitch and voice quality pa-
rameters (as a proof of concept). Therefore we think that we do
not need to record now a whole database but only sentences we
have decided to produce. Consequently database design is made
as follows.

• Each sentence is recorded with constant pitch and with
voice quality as constant as possible, so as to constrain
the range of subsequent analysis steps.

• Each sentence is recorded two times. In the first record-
ing, the speech is slightly slower than in natural speech
while the second recording is made at a normal rate. The
first recording is made to ensure that each vowel has a
non-coarticulated central region which will allow us to
easily connect diphones together during synthetic voice
production without loosing or mismatching the natural
coarticulation.

• Each sentence is a succession of voiced and unvoiced
phonemes and, due to their complexity, we don’t use
voiced consonants (e.g. /v/, /z/, /b/, /g/, . . . ) nor
liquids (e.g. /R/, /l/, . . . ).

• We choose two phonemic sequences, one with different
plosive and fricative consonants and one with the same
consonant interleaved with various vowels. Their SAMPA
transcriptions are respectively:

/t a k a p a f a S e/

/t a t 2 t i t o t u/

The recordings are made on one channel at 44100 Hz and
each sample is stored in 16 bits PCM format. A MAX/MSP
application which is illustrated in the Fig 5 helps the speaker
maintaining pitch, voice quality and syllabic rate as constant as
expected.

Figure 5: Graphical User Interface for the recording of the
database, with an auditory feedback helping the speaker main-
taining the pitch, voice quality and syllabic rate as constant as
possible.

4.2. Database Segmentation

The four phonemic sequences are manually segmented into two
sets: the vowels and the consonants. Each vowel is in turn di-
vided in three parts. The first and third parts are the regions
of the vowel that are coarticulated respectively with the pre-
ceding and following consonant (or silence). These are the left
and right transient parts of the vowel. These coarticulated parts
of speech usually contain a few (less than 10) periods of the
vowel. The central part, also called the steady part is the region
of speech that we can consider as coarticulation-free and thus
actually quasi-stationnary (cf. Figure 6).

Figure 6: Typical example of segmentation on a syllable of the
database.

Next, for each voiced region, the first GCI (GCI1 : corre-
sponding to the GCI of the first glottal pulse of a voiced island,
meaning not overlapped with preceding vocal tract response,
and thus clearly observable) is automatically approximated as
the position of the minimum of the speech waveform in a re-
gion of 1.2 × T0 after the unvoiced-to-voiced (e.g. /t/ to /a/)
segmentation point. Finally positions of these GCIs are checked
and corrected if necessary.

4.3. ZZT Representation

In order to find precise position of following GCIs and a first es-
timation of the glottal flow parameters, the ZZT representation
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[3] of speech is used. For a series ofN samples (x(0), x(1), · · · ,
x(N − 1)) taken from a discrete signal x(n), this represen-
tation is defined as the set of roots (zeros of the polynomial)
(Z1, Z2, ..., Zm) of its corresponding Z-Transform X(z) (cf.
equation (6)).

X(z) =

N−1X
n=1

x(n)z−n = x(0)z−N+1
N−1Y
m=1

(z − Zm) (6)

This representation implies to compute roots of polynomials
[9] of which the degree increases with the sampling frequency,
introducing errors on the estimation of zeros in high frequen-
cies. That is why we perform the analysis at 16000 Hz, thus first
downsampling the waveforms of the database.

According to the mixed-phase model of speech, the ZZT
representation of a speech frame contains zeros due to the anti-
causal component (mainly dominated by the glottal source) and
to the causal component (mainly dominated by the vocal tract
response) [10]. Consequently zeros due to the anticausal com-
ponent lie outside the unit circle, and zeros due to the causal
component inside the unit circle. Under some conditions about
the location, the size and the shape of the window analysis, zeros
corresponding to both anticausal and causal contributions can be
properly separated by sorting them according to their radius in
the z-plane. The waveform and the spectrum of these contri-
butions are then computed by the Discrete Fourier Transform
(equation (7)).

X(ejφ) = Ge(jϕ)(−N+1)
N−1Y
m=1

(e(jϕ) − Zm) (7)

A typical windowed speech frame is displayed in Figure 7,
and results of decomposition based on zeros separation are dis-
played in Figure 8, illustrating relevant shapes of derivative of
glottal flow and vocal tract impulse response.

Figure 7: Example of a typical speech frame (blue), weighted
by a Hanning-Poisson window (red). With that shape, the signal
is prepared to be processed by the ZZT -based decomposition
algorithm.

4.4. GCI Adjustment

The location, the size and the shape of the window chosen for
the analysis have a huge effect on the ZZT representation, thus
on the estimation of anticausal and causal components. A re-
view of these different conditions and their effects can be found
in [3, 11]. We can highlight that the analysis window has to
be centered on a GCI in a really precise way, as the ZZT-based
decomposition is really sensitive to wrong positioning.

In the framework of this project, we first use this sensitiv-
ity in order to get precise location of GCIs as instants where
the ZZT-based decomposition is well achieved. As illustrated in
Figure 9, a first approximation of GCIs can be extrapolated from

Figure 8: Results of ZZT-based decomposition for a speech
frame: the anticausal component, close to the derivative of glot-
tal flow (left) and the causal component, close to the vocal tract
impulse response (right).

the first GCI of a voiced island marked in the segmentation task
(GCI1) and by marking next ones thanks to an estimation of the
pitch contour (computed e.g. by autocorrelation).

Figure 9: First approximation of GCI positions taken from the
first onset of the voice island (with a appearing GCI: GCI1)
and extrapolation thanks to a pitch contour estimation (e.g. by
autocorrelation).

Recent experiments have shown that it is possible to obtain
reliable glottal source and vocal tract estimates by shifting few
samples around each estimated GCI [12]. If the maximum shift
is set e.g. to 4 samples, it gives us, for each estimated GCI, 9
candidates for the glottal source. The challenge is to find which
shift gives the best decomposition, in terms of proximity to the
LF model. By comparing a correct glottal pulse and a wrong
one in the spectral domain (cf. Figure 10), we can observe that
their behaviour is quite the same below 2 kHz and significantly
different in higher frequencies.

Figure 10: Good glottal pulse (red) vs wrong glottal pulse
(blue): illustration of the spectral criterion, which is based on
the clear increasing of high frequencies when decomposition
fails.

In order to choose the best one among all candidates, we
define a spectral criterion as the ratio between the energy in 0-2
kHz frequency band and the energy in the whole spectrum (0-
Fs/2).

Criterion =
Energy[0−2000Hz]

Energy[0−8000Hz]

(8)
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Thus for each GCI, the best glottal pulse is chosen as the
one which maximises this criterion among all the possible can-
didates. The location of every GCI can thus be refined (and the
pitch estimation as well). Figure 11 shows the result of decom-
position after shifting and taking the best candidate.

Figure 11: Result of decomposition (anticausal contribution) af-
ter the procedure of GCI shifting (4), the computation of the
spectral criterion, and the choice of the best candidate.

4.5. Estimation of Oq and αm

Once the best glottal sources are obtained for all the GCIs, the
open quotient (Oq), the asymmetry coefficient (αm) and the on-
set time of the glottal source can be estimated by the anticausal
component to the LF model. For each GCI, this fitting is per-
formed as:

• Computation of all the LF waveforms with the same pitch
period and energy as the one obtained from the analysed
speech frame at the considered GCI, and a defined range
for Oq (0.3-0.9) and αm (0.6-0.9), thus defining a code-
book of LF waveforms.

• Windowing of the LF codebook in order to take into ac-
count the effect of the window analysis on the estimated
glottal source;

• Synchronization between the estimated glottal sourcet ob-
tained by the ZZT-based decomposition and the LF code-
book, performed by an alignement between the GCI of
the glottal source and the GCI of the LF waveforms;

• Computation of the square error between each windowed
LF waveform of the codebook and the estimated glottal
source;

• Oq and αm are defined as the couple of parameters corre-
sponding to the LF waveform closest to the glottal source;

• Once Oq is computed, the onset time (defined as the be-
ginning of the opening phase of the vocal folds) can be
estimated.

The result of the fitting and the estimation of the onset time
are displayed in Figure 12 for the glottal sources shown in Fig-
ure 11. We can observe that estimated LF waveforms are quite
close to the estimated glottal sources. Then Figure 13 shows the
evolution of Oq and αm for the whole part /ta/ of the database.
These evolutions also confirm that the constant voice quality we
had targeted at recording time has been somehow achieved by
our speaker.

Figure 12: Fitting in time domain between the anticausal com-
ponent coming from ZZT-based decomposition (blue) and the
LF model of glottal pulse (red). Black circles and arrows show
onset instants.

Figure 13: Evolution of estimated open quotient (Oq) (upper
panel) and asymetry coefficient (αm) (lower panel), coming
from the time-domain fitting, for the /ta/ sound in the database.

4.6. ARX-LF Optimization on Sub-Codebook

In the source/filter model [13], a sample y(n) of speech is mod-
eled by the AR equation :

y(n) = −
pX
i=1

(an(i)y(n− i)) + bnx(n) + e(n), (9)

where x(n) is the source, e(n) is the residual and an(i) and
bn are the AR filter coefficients (these coefficients represent the
vocal tract which is varying over time instants n and thus their
values evolve accordingly).

In the usual LP modelization, the source x(n) is supposed to
be impulse train or white noise and, given this assumption, some
mathematical developments lead to the Yule-Walker equations
which can be solved to obtain the AR filter coefficient. This is
the classical LP analysis.

In [14] and [15] Vincent et al. developped a more complex
model which assumes that the source x(n) is a glottal flow in
the voiced segments of speech. Therefore the hypothesis on the
nature of the source has been changed and Yule-Walker equa-
tions cannot be used anymore. Instead, one can write equation
(9) for successive values of n and solve the resulting set of linear
equations the obtain a set of prediction coefficients minimizing
the residual energy.

As explained in subsection 4.4 the results of analysis on
voiced speech are strongly dependent upon the choice made to
build the analysis window. Accordingly we work with particu-
lar position and length configurations for that window. It is GCI-
centered and has a length equal to two periods (2 T0). Moreover,
the analysis window is Hanning-weighted.
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Consequently, for the kth GCI, we can write equation (9)
for 2 T0 values of n ([GCIk − T0 + 1 . . . GCIk + T0]) and we
solve the system of equations in p+ 1 unknowns : ak(i) and bk,
considered as constant around GCIk, instead of varying from
sample to sample:

Y = MA+ E, (10)

where Y is a vector of y(n), M is the concatenation of a
matrix of −y(n − i) values and a vector of x(n), all of them
for n = [GCIk − T0 + 1 . . . GCIk + T0]. A is the vector of
unknown values ak(i) and bk. E is a vector of residuals e(n),
that is to say a vector of modelization errors that we want to
minimize when computing A.

We then solve these equations for different glottal flows xw
(particular values of x, called the codebook hereafter). The glot-
tal flow minimizing the modelization error (see below) is con-
sidered as the most correct estimate of the actual glottal flow
produced by the speaker. In the next paragraphs we will explain
how we create the codebook and compute the corresponding er-
rors.

The glottal flows are built using a spectrally enhanced LF
model [16] and are driven by three parameters: Oq (open quo-
tient), αm (asymetry coefficient) and Tl (spectral tilt). Neverthe-
less a codebook of glottal flows based on the possible variations
of these three parameters would be rather bulky and solving (10)
for all the waveforms stored in that codebook would be CPU ex-
pensive.

FortunatelyOq andαm estimates are already known (thanks
to ZZT analysis and LF fitting techniques) which allows us to
select a part of the codebook that we call a sub-codebook. Tl
is the only varying parameter of that sub-space of LF pulses.
Moreover, although we are confident in the estimate of Oq and
αm, we can refine these results by selecting a somehow larger
sub-codebook, allowing some slight variations of Oq and αm
around the initial estimates.

Let us say there areW glottal flows xw in the sub-codebook.
As said above, for each one of them we can compute the ak(i)
and bk coefficients and therefore re-synthesize an approximation
yw of the speech frame y by applying equation (9).

The error for word xw is then measured as the Euclidean
distance between the re-synthesized speech frame yw and the
original analysis window y. Note that both yw and y are Hanning-
windowed.

Ew =

vuut2T0X
n=1

(y(n)− yw(n))2 (11)

However before actually computing errors, two important
points remain: the GCI position and the filter stabilization.

Indeed, the estimate of each GCI position is provided by
the ZZT analysis. Although that position fits very well for ZZT
decomposition, it’s not necessarily the best one for ARX decom-
position. For that reason one more step is added to the algorithm
explained above: we do not consider only the analysis window y
centered on the GCI approximation coming from ZZT but also
windows centered a few points on the left and on the right of
that location.

In our implementation we look three points before and after
the position of the current GCI. Henceforth we will have 7W
error measurements and not only the minimum error will give
us the best guess for the glottal flow parameters but also for the
GCI optimal position.

Finally, although the Levinson-Durbin method that solves
the Yule-Walker equations guarantees that the AR filter has all
of its poles inside the unit circle and therefore is stable, this is

no longer the case when solving equation (10). Consequently,
the last step before synthesizing any of the yw is to reflect the
outside poles inside the unit circle and adapting the value of
parameter b accordingly [13].

All these steps are performed at a sample rate of 8kHz which
allows us to get reliable estimates of Tl and the positions of
GCIs (as well as an estimate of the filter parameters for that
rate). However high quality singing synthesis is produced at
higher sampling rate such as 44.1 or 48 kHz.

The glottal flow parameters Oq , αm and Tl are independent
of the sampling frequency and therefore they can be used as is.
On the contrary the filter coefficients rely upon the sampling rate
and need to be recomputed. The task is fast and easy since we
just have to solve equation (10) once with a different sampling
frequency for y(n) (for which we have the original recording at
44.1kHz) and x(n) (which is the LF/Klatt model and thus can
be produced at any given rate for the fixed Oq , αm and Tl).

To make things short, equation (10) is first solved at 8kHz
for 24 a(i) parameters (p = 24) and considering a sub-codebook
withOq and αm constant and Tl varying between 3dB and 20dB
(with a 1dB step). Then it is solved at 44.1kHz for p = 46 and
Oq , αm and Tl constant. Results are illustrated in the Figure 14.

Figure 14: Superposition of original (blue) and resynthesized
(red) signals, after the computation of ARX-LF on a sub-
codebook defined by ZZT-based parameters.

4.7. Vocal Tract Response Compensation

It’s observed that synthesis obtained by exciting the ARX filter
with the glottal flow results in a certain loss of high frequency
components. To compensate for this effect, we devised a simple
compensation method via AR filtering. For this, the AR com-
pensation filter is obtained by linear predictive analysis of an
impulse response obtained in the following way. The frequency
response of the original signal is divided by the frequency re-
sponse of the synthetic signal, and the inverse Fourier transform
of the result is taken. A sample result of the compensation is
presented in Figure 15. The obtained AR compensation filter is
combined (by cascading) with the ARX filter to obtain a single
filter that will perform the synthesis in one stage.

5. SOUND DESCRIPTION INTERCHANGE FORMAT

The analysis tool being MATLAB and the realtime synthesis tool
being MAX/MSP, a compatible format must be used. It was
found that SDIF tools exist for both of these softwares. SDIF
means Sound Description Interchange Format. This kind of file
does not contain the sound itself, but sets of descriptive param-
eters e.g. coefficients of an estimated AR filter for speech or
values of harmonics for additive synthesis.
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Figure 15: Spectral envelope of original (blue) and synthetic
(red) signals before (left) and after (right) the HF compensation.

A SDIF file is divided in many simple parts. The biggest
entity in such a file is called a stream. Streams are series of
time-tagged frames and are identified by a stream ID (integer).
Frames are identified inside a stream by their corresponding in-
stants on the timeline. They have to be stored in increasing time
sequence. Two frames of the same stream may not have the
same time tag. In each frame, it is possible to store multiple
matrices which differ from each other by their type.

Figure 16: Structure of a SDIF file: streams, time-tagged frames
and matrix.

5.1. Storage of MATLAB Analysis Results

Different functions are available in order to deal with SDIF files
in MATLAB [17]. There are two possible ways to read and ver-
ify SDIF contents: loadsdif and loadsdiffile. However the most
interesting function in this project is the sdifwrite. It allows to
encode easily SDIF files frame by frame. Parameters to be spec-
ified in each frame are the stream ID, the frame type, the frame
time, and type and content for each of the matrices. MATLAB
SDIF encoder presented some unexpected results as there was
always an unintended stream with a negative stream ID in ad-
dition to encoded streams. Knowing this problem and adapting
reading/writing algorithms to it, encoded streams work properly.

In this project, we decide to create, for each GCI-centered
analysis window, a SDIF frame containing a single vector with
parameters of source and tract structured as follow (for t = tk):
reflection coefficients (Ki), fundamental frequency (F0), open
quotient (Oq), asymetry coefficient (αm), spectral tilt (TL) and
and arbitrary index informing about the tag that has been used
in the segmentaion file (Sk).

{K1...Kn F0 Oq αm TL Sk}|t=tk

Regions of the database corresponding to unvoiced speech
are represented in the SDIF file as a island of ten frames, with
time tag distributed on the whole unvoiced period, and identified
by their Sk values.

5.2. SDIF Interface in MAX/MSP

The voice synthesis is performed on MAX/MSP. Here we present
a list of the existing MAX/MSP objects existing to deal with
SDIF files [18].

The first SDIF object to use is the sdif-buffer object. It al-
lows storing temporarily the content of a SDIF file. There are
three main messages understood by sdif-buffer. [streamlist
myfile.sdif] lists the streams existing in the file. [frame
list myfile.sdif] lists and prints all the existing frames
in myfile.sdif. Finally [read-stream-number myfile.
sdif StreamID] allows to load into the buffer a whole stream,
including all the frames and all the matrixes it contains. Once
a stream has been read, it is possible to know his properties
through the message [print].

Other objects allow manipulating the stream contained in
the sdif-buffer object. First sdif-tuples is able to output the data
content of a specified frame. The message which allows output-
ing such data is [tuple]. Arguments that may be specified
are the frame time, the matrix type, indexes of columns of the
matrix to output, and the format of the output. Possible formats
are data outputed by row or concatenated data. The sdif-range
external is able to scan the stream contained in a buffer to know
the maximum number of columns in the matrices of a specified
type or the maxima and minima of each column of a specified
type of matrix. The sdif-menu external is a graphical interface to
manage different streams and obtain information about each of
them. Finally the sdif-listpoke allows the user to write his own
matrices in frames and put these together to form a stream in a
buffer. At this time it is not possible by a simple way to write
data into a sdif file but it should soon be possible through the
FTM library [19].

The only objects needed to use a SDIF file inside MAX/MSP
are sdif-buffer and sdif-tuples objects. The first step is to load a
stream into a buffer. Then, at each new frame instant, all the pa-
rameters are transmitted in a list by the sdif-tuples object. Some
objects then slice this list in a list of reflection coefficients redi-
rected to the lattice filter (vqc.lat˜), anticausal glottal parameters
redirected to the vqc.lfp˜ object and the spectral tilt redirected to
the vqc.stf˜ object. Finally the equalization gain is isolated and
used as a multiplier after the lattice filter.

6. OVERVIEW OF RAMCESS 2.X FRAMEWORK

Finally these investigations in expressive voice analysis allow
us to draw the first contours of the next step in the develop-
ment of the RAMCESS framework (version 2). This structure
combines the realtime synthesis layer of RAMCESS 1.x system
with now the encapulsation of lots of analysis and decomposi-
tion processes in a SDIF database, imported in the performance
application, with modules communicating by OSC [20].

A gestural sollicitation is captured by sensors, driving the
behavior of a typical digital instrument. In our experimenta-
tions, the HandSketch [21] has been used. Typical mappings
related to phonetic contents and dimensions of voice quality are
applied. At this level, information extracted from the database
is used in order to generate more relevant syntheis parameters,
especially in the realtime production of the coarticulation. Fi-
nally sound is produced by the VQCLIB layer. This process is
summarized in Figure 17.
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Figure 17: An overview of RAMCESS 2.x framework.

7. CONCLUSION

In this paper we described main improvements that have been
achieved in order to transform a vowel-only system into a frame-
work which is able to produce coarticulated speech expressively.
This work illustrated that the deep analysis of glottal source
features and the separation with vocal tract components were
achievable on a prepared database. We were also able to validate
the use of VQCLIB, and more generally RAMCESS elements
in a complex voice production context.

On the top of this current work, two significant axis will be
developed further: the achievement of a first (limited but func-
tional) diphone synthesizer, and the extension of these concepts
to musical signal synthesis, as recent work have shown that it
was clearly possible [22].
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ABSTRACT

Mobile phones are increasingly being used for applications be-
yond placing simple phone calls. However, the limited input
capabilities of mobile phones make it difficult to interact with
many applications. In this work, we present a mobile gesture
recognizer where camera input of a mobile device is analyzed to
determine the user’s actions. Simple user gestures such as mov-
ing the camera from left to right and up and down are employed
in two mobile applications: map navigation and a drawing pro-
gram. In addition, more complex user gestures are converted
into commands with an HMM based algorithm. These com-
mands allow higher level interaction with the applications, such
as moving to a specific location on the map or changing the
drawing color. Index Terms mobile devices, computer vision,
mobile phones, camera phones, motion estimation, camera-based
interaction, HBMA, command recognition, gesture recognition

KEYWORDS

Mobile devices – Computer vision – Mobile phones – Cam-
era phones – Motion estimation – Camera-based interaction –
HBMA – Command recognition – Gesture recognition

1. INTRODUCTION

The simple keypad present in many mobile phones is adequate
for placing voice calls but falls short when interacting with mo-
bile applications such as web browsers, image and video browsers,
and location services. Because mobile phones are handheld de-
vices, user’s gestures can be easily utilized as additional inputs
(e.g. moving the phone to the right resulting in panning to the
right on a map on the screen). User gestures can be recog-
nized by sensors such as accelerometers and gyros on the de-
vice. However, currently mobile devices with such sensors is not
common. Most mobile phones are equipped with video cameras
which can be used to perform gesture recognition by analyzing
the optical flow. Simple gestures such as moving the phone up
and down can then be converted into commands that are inter-
preted by the application running on the phone.

In this paper, we present an implementation of mobile cam-
era phone based gesture recognition and its applications. We
recognize simple gestures such as leftright and up-down by ana-
lyzing optical flow and utilize these gestures for panning on map
images, Figure 1, and in a drawing application. In addition, a se-
quence of gestures, such as up-down followed by left-right, are
converted into high level commands that can be used for map
navigation or for customizing the parameters of a paint applica-
tions (e.g., specify pen thickness).

Although other camera phone based gesture recognizers ex-
ists in the literature [1][2], our system is the first vision based
gesture recognizer designed to run on a windows mobile phone

and first to incorporate high-level command recognition from
gestures. In the following sections, we first present an overview
of our system, then give details of the camera phone based ges-
ture recognizer in Section 2. Command recognizer is described
in Section 4, and applications are presented in 5. Finally, con-
clusions and future work is presented in Section 6.

Figure 1: Using gesture recognition users can easily navigate
maps and images on mobile phones.

2. SYSTEM OVERVIEW

Figure 2 given an overview of the camera phone based gesture
recognizer, which is implemented in C++ using Windows Com-
pact Framework and Pocket PC SDKs. A Windows mobile de-
vice, Palm Treo 700w [3] is used for deploying and running the
gesture recognizer.

Direct Show filters are employed for communication and
frame capture from the device camera. Frames are captured
in YUV12 format. Only luminance (Y) component is used for
analyzing the motion for real-time processing. Motion estima-
tor uses hierarchical block matching algorithm to determine the
global motion direction. We currently assume motion is limited
to panning (left-right-up-down). Once the global motion vector
[∆x, ∆y] is computed, it is directly used as input for applica-
tions, such as displacement on a map and moving the cursor in
a paint application. In addition, it is sent to a command recog-
nizer to determine the high level meaning of gestures.
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Figure 2: An overview of the gesture recognition system and its interaction with the applications.

3. MOTION RECOGNITION

In order to estimate the motion, the mobile phone’s onboard
camera is employed as the source of input. The direction and the
magnitude of movement in consecutive video frames are used
to infer the physical movement of the device by the user. Illus-
trative screen-shots captured while performing various gestures
are presented in Figure 3. As seen in the figure, our algorithm
is aimed to work with a variety of indoor and outdoor back-
grounds.

Proper estimation of the observed motion from camera’s on-
board camera requires fast and accurate tracking. In order to ful-
fil the speed and accuracy criteria, hierarchical block matching
algorithm (HBMA) is used to determine the motion direction
and magnitude. The difference between two adjacent frames
is used to estimate motion direction and magnitude, where di-
rection values represent the x-y plane and magnitude is scaled
according to dimension of the video frame.

Since colour image processing is computationally more ex-
pensive, we work with gray level images. For each consecutive
image, we estimate motion matrices for the x and y directions.
The means of these matrices give the direction and magnitude of
the motion in x-y plane. In general, HBMA tries to align an an-
chor image to a target image while minimizing their difference,
as illustrated in Figure 4. In order to achieve this, frames are
compared at different scales. First, the frames are down sam-
pled and smaller images are compared with little computation.
Then, at each level, images are enlarged in order to make ac-
curate estimates based on the ones made in the previous level.
This low computational complexity algorithm results in accurate
motion estimation.

Figure 4: 3-D illustration of HBMA process.

At every stage of the above mentioned computations, the
anchor frame is divided into blocks according to the level, and
then each block is compared with the corresponding ones in the

target frame as shown in Figure 5. The correspondence is com-
puted within a fixed search radius with the assumption that a
target block exists in this specified area. Although this limits
the maximum interframe device movement to fall below this
specified radius, it does not cause any deficiency in practice.
When matching two adjacent blocks, sum of Minimum Abso-
lute Difference method is employed and block mean values are
subtracted from this sum to reduce the lightning disturbance on
matching. The target block is chosen to be the one that has
the minimum difference. The distance and the position of the
computed target block with respect to the anchor block give the
magnitude and direction of the motion. By applying this tech-
nique for each block in the anchor frame, motion matrices of the
images in x and y directions are computed. At the subsequent
level, larger blocks are compared in a wider search area using a
larger radius where the previous motion matrices are used as a
starting point in order to reach a better estimation. Searching at
multiple levels and reusing estimates from coarser levels results
in an efficient and accurate matching. Motion vectors estimated
using HBMA for consecutive levels is presented in Figure 6.

4. COMMAND RECOGNITION

Command gesture recognition system processes the motion vec-
tors coming from the motion tracking part and decides on the
most probable command. This command is then sent to and
realized by the GUI. All possible commands, which are seven
letters namely “b, r, g, t, e, w and d” in this project, are defined
to the system. These commands and their corresponding meet-
ing in our two applications, paint and map navigation, are pre-
sented in There is a database consisting of short movies, which
are recordings with the mobile device, where each subject has
imitated the letter by moving the device on the air. For build-
ing the database all movies are processed by the motion tracker,
then vector quantization is applied for feature extraction and the
system is trained using this data.

By using the command recognizer in the demo applications,
the system will work real-time. In these applications, while one
certain button is pressed, the mobile device captures the video.
Then the motion tracker is activated. For each processed frame,
the motion vectors are sent to the command recognizer. By re-
leasing the button, the system finishes getting the observation.
After that, the command recognizer decides on the command
and sends this information to the running application GUI in or-
der to be realized.

In the following parts, first some general information about
the recognition theory will be given. Then, the implementation
of this theory will be mentioned, and lastly some test results will
be shown.
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Figure 3: Actual captured image sequences for various gestures.

Figure 5: In the first level of the pyramid, corresponding target frame block is estimated. In the subsequent levels, frame is up sampled,
previous motion vectors are corrected.
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Figure 6: Motion vectors corresponding to the estimates of
HBMA for consecutive levels. The final output of HBMA is the
image at the bottom from which the final motion is computed.

4.1. Theory

All recognition systems are based on similar theory. This type
of command recognition, which is described above briefly, can
be used in many applications, where the user wants to control a
mobile device without being limited with the keyboard.

In this project by the command recognition, Hidden Markov
Models (HMMs) are used as the underlying technology. Gener-
ally, modeling and recognition process requires four steps [4],
namely, feature extraction, determining the model parameters,
computing the probabilities and determining the most probable
state sequence.

Let’s examine the above mentioned steps in more detail. In
our project, by feature analysis vector quantization is used. A
vector quantizer maps k-dimensional vectors in the vector space
Rk into a finite set of vectors. The motion vector pairs are
grouped into three and these small groups are mapped in the ob-
servation space to some centroids and according to the database
of all these observations a codebook is determined and defined
to the system. The incoming data is then quantized according
to this codebook, which contains the values of the 32 centroids,
and each data group is mapped to the centroids.

The other three steps are the main problems in recognition.
First of all the model parameters should be determined accord-
ing to the nature of the commands, which will be recognized.
The model parameters should be chosen such that the proba-
bility of the observation sequence given the model is locally
maximized and then the iterative Baum-Welch algorithm or the
Viterbi algorithm will be used by computing the reestimated
model parameters. In this project the first approach was using
the eight directions as the base of the model parameters. The
advantage of this choice is that these model parameters are used
by all of the letters, so the need on huge amount of database is
decreased because by this method more samples for each model

Command s
Meaning

In Paint In Map Navigation
Application Application

b Set the pen color to Go to BUMEDblue

r Set the pen color to Go to Revirred

g Set the pen color to Go to Green Courtgreen

t Make the pen Go to Teras Canteenthinner
e Enable eraser Go to ETA Building

w Make the pen Go to Washburn Hallthicker (wider)

d Set the pen color to Go to Dormblack (default)

Table 1: High level commands and their interpretations in two
different applications.

Figure 7: The enumeration of the directions.

parameter could be observed. The definitions of the letters and
the model parameters are shown in Figure 7. The model pa-
rameters were these eight directions, long 1, long 5 (these were
needed according to the used letters) and the stabile situation.
Long 1 was labeled as 1+, long 5 as 5+ and the stabile standing
as 9. So, the letters coded with these labels are shown in Figure
8.

The test results with these model parameters were not sat-
isfactory. One reason for that was that the samples were very
different than each other. So, sharing the model parameters be-
tween the letters caused a large error rate. Hence, it was decided
to define 7 different parameters for each command. By running
the training algorithm, the system will learn the probability val-
ues corresponding to these parameters automatically.

There are two estimation algorithm candidates: Baum-Welch
and Viterbi algorithms. The difference of these two algorithms
is that the first one computes probabilities of all paths for all
times, where in Viterbi only the most probable path survives
to the next time instant. Hence, using Viterbi in this step de-
creases the needed memory and improves the speed of the sys-
tem, which is very important in this project, since the applica-
tions will be run on a mobile device, which has a low CPU and
limited memory capacity. Therefore Viterbi algorithm is chosen
as the used algorithm in estimation part. Moreover, the number
of the iterations should be chosen such that an optimum value
for the model is determined but one should take care not to cause
the model to completely depend on the training data. That will
cause the model to give false results by a data outside the train-
ing set.

By computing the probabilities and building the file contain-
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(a)

b : 9 5+ 4 3 2 1 8 7 6 9
r : 9 1+ 2 3 4 9
g : 9 8 7 6 5 4 3 2 1 5+ 6 7 8 9
t : 9 3 5+ 9
e : 9 3 2 1 8 7 6 5 4 3 9
w : 9 4 2 4 2 9
d : 9 8 7 6 5 4 3 2 1+ 9

(b)

Figure 8: Letter and model parameter definitions.

ing the probability mass functions of the model parameters the
training algorithm is used. As stated above the Viterbi algorithm
is used by determining the most probable state sequence in each
iteration. According to the state sequence and corresponding
observation in the data, the probability values are updated and
used in the next iteration.

When the system is trained according to the database, the fi-
nal step is determining the most probable state sequence where
any observation sequence and the determined model are given.
By this decoding task the Viterbi algorithm is used. Given the
state transitions, the first thing to do is building the trellis. Each
cell of the Viterbi trellis, vt(j) represents the probability that the
HMM is in state j after seeing the first t observations and pass-
ing through the most likely state sequence q1 · · · qt−1, given the
model λ. The value of each cell vt(j) is computed by recur-
sively taking the most probable path that could lead to this cell.
Formally, each cell expresses the following probability [5]:

vt(j) = P (q0, q1 · · · qt−1, o1, o2 · · · ot, qt) = j|λ) (1)

Like other dynamic programming algorithms, Viterbi fills
each cell recursively. Given that the probability of being in every
state at time t−1 is already computed, the Viterbi probability is
computed by taking the most probable of the extensions of the
paths that lead to the current cell. For a given state qj at time t,
the value vt(j) is computed as [5]:

vt(j) = max
1≤i≤N−1

vt−1(i)aijbj(ot) (2)

In the above equation, aij gives the transition probability
from state i to state j and bj(ot) is the probability that at time t
in state j observation ot occurs.

Explaining shortly the algorithm, it can be stated that for
time t = 1, the metrics values in the trellis corresponding to the
states to which a transition from the beginning state is allowed,

are computed. After that according to the transitions the met-
rics are computed at each time slot. By these calculations only
the path with the lowest cost can survive, others are eliminated,
which is the key point in the Viterbi algorithm. Moreover, at
each time slot the most probable path for each state from the
previous time slot is memorized in a back pointer. At the end,
the back pointer is read from end to beginning starting by the
state for t = T with highest probability. The recognition sys-
tem used in this project is designed in the light of this theory
using the programming languages C/C++.

4.2. Implementation

4.2.1. Search and Decoding

This part is done by using the Viterbi algorithm as explained
above. The main function is called Recognizer() and is de-
signed as an API, which should be called by the application.
While a certain button is pressed, the movie is captured, pro-
cessed and given as input to the recognizer after the features are
extracted. Feature extraction is done by quantizing the incom-
ing vectors according to the predefined codebook. This program
needs four input files, namely, pmf.txt, durations.txt,
labels.txt and transitions.txt. The first file con-
tains the probabilities of the model parameters. The second
one gives the probability of staying in the same state for each
model parameter. In this project seven commands are used and
49 model parameters are defined. The third file contains the la-
bels of these parameters and the last one determines the model,
where each possible transition and its probability are defined.

4.2.2. Model parameter estimation

It is used for estimating the pmf values and the duration prob-
abilities. As output it gives the minus likelihoods and the up-
dated versions of pmf.txt and durations.txt at each it-
eration. The Count() function counts the occurrence rate of
each model parameter for the complete command space. Using
this information and the result of the Viterbi algorithm at each
step, new probabilities are calculated. It takes as input the ini-
tial probabilities and the transition files corresponding to each
separate command.

5. APPLICATIONS

Possible applications of the gesture recognition include: brows-
ing maps, images, videos, web; playing games; handwriting...
For demonstration of gesture recognition we implemented two
applications: a map navigation application and a drawing appli-
cation.

5.1. Map Navigation

A map navigation application is implemented utilizing gesture
recognition as illustrated in Figure 9. In the map navigation ap-
plication three control modes are assumed: panning the map,
zooming the map and navigating to a particular place. To be
able to process these three control modes, we designed main
variables for the control: X and Y coordinates of the center of
the map and zoom factor. Map control can be seen as watching
bigger map (generally bitmap image) through a small window.
X and Y coordinates control the position of the center of this
window and zoom factor controls the magnification of the view-
able part.

To control the map the algorithm is as follows:
• to navigate the map to certain position means set X and

Y to that position (in image coordinates)
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Figure 9: Map application that interprets hand gestures for moving the viewing window on a larger map image in the memory.

• to pan the map means modify X and/or Y according to
desired pan motion

• to zoom the map means to increase or decrease the zoom
ratio by amount specified by desired zoom change

It is supposed to control these three functionalities by device
gestures. Navigating the map by letter gesture command (or
speech), panning the map by the movement of the device in front
of a stable view, and zooming the map by the movement in the
direction towards the user or farther from the user.

To simulate the pan and zoom functionality before gesture
input could be connected, mouse (stylus) input was implemented.
The Palm application had two main modes, the pan and zoom
mode. In the pan mode, the touch and movement of the stylus
caused panning the map in the corresponding direction. In the
zoom mode, the touch and movement of the stylus caused the
zooming (movement upwards - zoom in, movement downwards
- zoom out).

To demonstrate the navigate functionality there also exist
several modes which zoom into the predefined places of the
map. They are activated by drawing the first letter of the place
in a predefined manner with the device in the air, or by choos-
ing the name from the menu with the stylus. In the latter case
the functionality could be debugged before connecting the real
gesture input.

5.2. Paint Application

Paint application assumes simple drawing functions: Starting to
draw a stroke, drawing a stroke by device movements, finishing
to draw a stroke, changing the colour and thickness of the pen
and erase. Then user may want to change position and start
to draw another stroke. To accomplish this functionality, we
must retain the list of stroke point coordinates and draw a line to
the screen between points given by these coordinates. Dynamic
array of coordinates is a good structure for this purpose, since
the length of a stroke is not known in advance and is dependent
on how long the user draws the stroke. To indicate any change
of colour or thickness, again dynamic arrays are used.

Functionality that has to be implemented is thus

• start to draw

• draw

• finish drawing

• add color and width options (as eraser is imitated with a
considerably thick white pen.)

Again, this will be controlled by gestures of the device,
starting and finishing by pushing the button on the device, draw-
ing by movements of the device. Another button is reserved for
identifying the color and thickness options which are specified
by drawing the first letter of the command in the air with the de-
vice in a predefined manner. For simulation, stylus events were
processed and used as an alternative control.

5.2.1. Mouse/stylus input and windows messaging

To process mouse/stylus input in MS Windows environment,
windows messaging system is used. In the main processing
function of an application, we must process the windows mes-
sages. For mouse input, the main three messages that were used
for simulation functionality are WM LBUTTONDOWN, WM LBUT
TONUP, and WM MOUSEMOVE. The first message is sent when-
ever user presses the left mouse button (or touches the touch-
screen with the stylus), the second one is sent once the button is
released (the stylus leaves the touch-screen), the third when the
mouse coordinates have changed (in the case of stylus, we can
of course follow the coordinates only when the stylus touches
the screen).

All three messages are sent together with screen coordinates
of the mouse/stylus. Thus, we have to process these coordi-
nates to control the application. In the case of map panning
functionality, on WM LBUTTONDOWN we set panning=TRUE,
and remember the coordinate, then on each WM MOUSEMOVE
we check if panning==TRUE, then get coordinates, count dif-
ference from last stored coordinates and control panning by this
difference. Then we store new last coordinate. On WM LBUTTON
UP we finish panning by setting panning=FALSE. Similar
approach is used for other functionalities. In zooming mode
we also retain the last coordinates, but by the coordinate dif-
ference we control the zoom factor. In paint functionality, on
WM LBUTTONDOWN we start to draw (drawing=TRUE) and
retain coordinates of the first point of a stroke, on WM MOUSEMO
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VE we check whether drawing==TRUE, then get coordinates
and store them in memory. On WM LBUTTONUP we finish the
stroke and set drawing=FALSE.

For drawing to the device screen, another windows message
is used: WM PAINT. We have to process this message and paint
the screen according to given control variables. It means that
all the painting (showing the desired map portion or drawing
a stroke) is done in this part of code whenever the Windows
ask for it. In processing of the mouse messages (or the gesture
input) we only modify control variables and tell the Windows
that there is a change that needs repainting the window (calling
InvalidateRect(...);)

Appendix 9.1 contains part of the code that illustrates the
windows messaging.

6. CONCLUSIONS AND OUTLOOK

In this paper we presented our work on mobile phone based ges-
ture recognition and its applications. The video input of a cam-
era phone is analyzed with HBMA in order to determine simple
user actions. These simple actions then analyzed further with
command recognizer to generate high level commands.

Improvements to the motion recognizer is possible by in-
corporating tracking of image features, such as SIFT features,
and prediction of motion with Kalman filtering. We presented
two sample applications, map navigator and a drawing program.
Many other applications, such as video games, web browsing,
and handwriting recognition are possible using mobile gesture
recognizer.
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9. APPENDIX: SOFTWARE NOTES

9.1. Applications

Below is a part of the code that illustrates the windows messag-
ing:

LRESULT CALLBACK WndProc (
HWND hWnd , UINT message ,
WPARAM wParam , LPARAM lParam )
{

i n t wmId , wmEvent ;
PAINTSTRUCT ps ;
HDC hdc ;

/ / RECT r c i n v ;
i n t xPos ;
i n t yPos ;
do ub l e h a l f x ;
do ub l e h a l f y ;

( . . . )
s w i t c h ( message )
{

( . . . )
c a s e WM PAINT:

hdc = B e g i n P a i n t ( hWnd , &ps ) ;
DrawImage ( hdc ) ;
E n d P a in t ( hWnd , &ps ) ;

b r e a k ;
( . . . )

c a s e WM LBUTTONDOWN:
/ /WM LBUTTONDOWN fwKeys = wParam ;

l a s t m o u s e x = LOWORD( lParam ) ;
l a s t m o u s e y = HIWORD( lParam ) ;
drawing = TRUE;

b r e a k ;
c a s e WM LBUTTONUP:

drawing = FALSE ;
b r e a k ;
c a s e WM MOUSEMOVE:

i f ( d rawing ==TRUE)
{

xPos = LOWORD( lParam ) ;
yPos = HIWORD( lParam ) ;
s h i f t x = xPos − l a s t m o u s e x ;
s h i f t y = yPos − l a s t m o u s e y ;

( . . . )
I n v a l i d a t e R e c t ( hWnd , &rc wnd , FALSE) ;
UpdateWindow (hWnd) ;
}

b r e a k ;
( . . . )
}
r e t u r n 0 ;
}

9.2. Pseudo code of HBMA and EBMA

I n p u t :
A = Anchor Image
T = T a r g e t Image
B = Block S i z e
R = Radius
N = Number o f Pyramid L e v e l s

Outpu t :
Mv = Motion V e c t o r s

I n i t i a l i z e mot ion v e c t o r s Mv t o z e r o .
For n = N t o 1

Downsample a nc ho r image A and t a r g e t image T by 2 ˆ ( n
−1)

Pad z e r o p i x e l s t o f i t t h e b l o c k s i z e
S e t t h e s e a r c h r a d i u s r = R / 2 ˆ ( n−1)
S e t t h e b l o c k s i z e b = B
Apply EBMA t o u p d a t e t h e mot ion v e c t o r s Mv
Upsample Mv by 2

End

I n p u t :
A = Anchor Image
T = T a r g e t Image
B = Block S i z e
R = Radius
Mv = I n i t i a l Motion V e c t o r s

Ouput :
Mv = Updated Motion V e c t o r s

For each b l o c k i n t h e a nc ho r f rame
Take t h e n e x t bxb an ch o r b l o c k Ba
S h i f t t o t h e p r e v i o u s e s t i m a t e Mv
For each b l o c k Bt o f t a r g e t f rame i n t h e r a d i u s r

F ind t h e b l o c k wi th minimum MAD e r r o r
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Update mot ion v e c t o r s Mv
End

End
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ABSTRACT

We report in this document on the development of a multimodal
authentication benchmark during the eNTERFACE’ 07 work-
shop. The objective of creating such a benchmark is to evalu-
ate the performance of multimodal authentication methods built
by combining monomodal authentication methods (i.e., multi-
modal fusion). The benchmark is based on a graphical user in-
terface (GUI) that allows the testing conditions to be modified
or extended. It accepts modular monomodal authentication al-
gorithms (feature extraction, robust hashing, etc) and it allows
them to be combined into multimodal methods. Attacks and
benchmarking scripts are similarly configurable. An additional
output of the project is a multimodal database of individuals,
which has been collected in order to test the benchmark.

KEYWORDS

Benchmarking – Multimodal authentication – Feature extraction
– Robust hashing

1. INTRODUCTION

Traditional authentication of individuals has usually been fo-
cused on methods relying on just one modality. Typically these
modalities can be images of faces, hands (palms), irises or fin-
gerprints, or speech samples. For instance, one may take a photo
of the face of a person and obtain from it a nearly unique low-
dimensional descriptor that identifies that person. Depending
on the particular application targeted, this identifier can be ob-
tained by means of different types of methods. Typical examples
are feature extraction methods or, under some conditions, robust
hashing methods, e.g. [1], [2]. The identifiers thus obtained can
be compared to preexisting ones in a database for a match. Au-
thentication systems based on multimodal strategies – that is,
joint strategies– combine two or more monomodal methods into
a multimodal one. For instance, it is possible to combine one
method to hash an image using face images and another method
to obtain a feature vector from a palm image. This is sometimes
referred to as multimodal fusion. The aim is to increase the reli-
ability of the identification procedure when combining different
sources of information about the same individual (see [3], for
example). As we will see, some other considerations are nec-
essary in order to optimally undertake the merging of different
multimodal methods.

Over the last number of years, many algorithms applicable
to authentication have been proposed. Although some of these
methods have been partially analyzed in a rigorous way, in many
cases it is not feasible to undertake exhaustive analytical perfor-
mance analyses for a large number of scenarios. This in part
due to the sheer complexity of the task. Nevertheless, it is nec-
essary to systematically evaluate the performance of new meth-
ods, especially when they are complex combinations of existing

methods and used in a variety of scenarios. With such an eval-
uation it becomes possible to determine the best authentication
strategies.

One way to tackle this problem is by means of benchmark-
ing. Benchmarks have been proposed in the past for perfor-
mance evaluation of many technologies, ranging from CPU units
to watermarking technologies [4]. An advantage of benchmarks
is that they see methods for testing as black boxes, which allows
a high degree of generality. Despite this great advantage, one
must be aware that benchmarks also entail issues such as how to
choose fair (unbiased) conditions for benchmarking without an
exponential increase in the associated computational burden.

The main goal of the eNTERFACE Workshop Project num-
ber 12 has been to create a GUI-driven benchmark in order to
test multimodal identification strategies. This technical report
contains information on the planning and development of this
project. The remainder of this document is organized as follows.
In Section 2 we describe the basic structure of the benchmark.
In Section 3 we give the benchmark specifications which have
been used as guidelines for implementing the benchmark, while
Section 4 describes the methods and functions implemented to
be tested within the benchmark. Finally, Sections 5 and 6 de-
scribe the database collection effort and the tests undertaken,
while Section 7 draws the conclusions and future lines of this
project.

2. DESCRIPTION OF THE BENCHMARK

Early in the project preparations, it was decided to implement
the benchmark prototype in Matlab. This decision was taken in
order to speed up the development time, as Matlab provides a
rather straightforward procedure to build GUI applications, and
it is faster to write Matlab code for the development of methods
to be included in the benchmark. The downside is inevitably the
execution speed, which can be critical for completing bench-
mark scripts within a reasonable timeframe. Nevertheless C
code can also be easily interfaced to Matlab, using so called Mex
files. The prototype is meant to be both usable and extendable,
in order to facilitate the inclusion of new items and features. The
interface has been designed so that extension or modification of
the benchmark is almost completely automated. An exception
is the addition of new benchmarking scripts (see Section 2.4),
in order to keep the benchmark implementation simple. This
means that it is possible to do most operations through the GUI,
and manual adjustments of the source code are only necessary
for the less frequent action of adding new types of benchmark-
ing scripts. A scheme showing the relationships between the
different parts of the benchmarking system is shown in Figure
1.

The benchmark relies on a database storing all relevant data.
This is implemented in MySQL and interfaced to Matlab. The
purpose of this database architecture is two-fold. Firstly, it is
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Figure 1: Relationships between the main parts of the bench-
mark.

an efficient way to store and access the information; secondly,
it allows easy sharing of the data over a network in order to
parallelize the benchmark in the future, thus distributing the un-
avoidable computational burden of the benchmark.

The project requires a database of individuals featuring sig-
nals such as face images, hand images and speech. The details
on the database collection task are given in Section 5. All this
information is stored in the MySQL database together with the
identifiers (i.e., extracted features, hash values) obtained from
the individuals, and all libraries of methods and functions. In or-
der to minimize the effects of intra-individual variability, which
especially affects some robust hashing algorithms (see for in-
stance [5]), the database of individuals includes several instances
of each identifier corresponding to a given individual.

The benchmark admits new modules through four libraries
(see Figure 1) whose function we describe next.

2.1. Library of monomodal methods

This library contains standard monomodal methods which can
be added, removed or edited through the GUI (see Section 3.6).
For each method two functions are defined:

• An acquisition function, that takes as input a file con-
taining a signal of the given modality (e.g., an audio clip
or image) associated with a particular individual, as well
as function-dependent parameters, such as thresholds and
other. It outputs an identifier vector, binary or realvalued,
depending on the method. The output identifier is stored
in the database associated with the individual whose sig-
nal has been used.

• A comparison function, which takes as input two iden-
tifier vectors plus any necessary parameters, and outputs
both a Boolean (hard) decision of similarity between them,
and a (soft) reliability measure. This reliability shows the
degree of confidence we put in the decision which is put
forward by the function. As we will discuss in the next
section, it is a key element in order to optimally combine
two different modalities.

2.2. Library of multimodal methods

This library contains methods which, relying on the library in
Section 2.1, specify ways to combine two (or more) monomodal
methods in order to create multimodal identifiers. We may view
this operation as an instance of multimodal fusion. For instance,
the system allows the combination of a method to robustly hash
face images with a method to extract features from a fingerprint;
the newly created method is stored in the library as a multimodal
method.

As already discussed, it is fundamental that each multimodal
method implements an overall comparison function, able to break
ties between possibly contradictory monomodal decisions when
looking for matches in the database. Let us denote by e1 the
difference between the two input identifiers to the comparison
function for modality type 1, and let us call d1 the outcome of
the monomodal binary decision, mapped without loss of gen-
erality to +1 and −1. If D1 represents the random variable
associated with that decision, with possible values D1 = +1
(the two input identifiers correspond to the same individual) and
D1 = −1 (otherwise), the optimal monomodal decision is given
by:

d1 = sign

„
log

Pr{D1 = +1|e1}
Pr{D1 = −1|e1}

«
. (1)

We may see the log-likelihood ratio as the reliability of the
decision. We propose to obtain the overall decision dF for the
fusion of M modalities as

dF = sign

 
MX

k=1

wk · log
Pr{Dk = +1|ek}
Pr{Dk = −1|ek}

!
, (2)

where the subindex k refers to the modality k used in the
fusion, and wk is a set of positive weights such that ||w||2 = 1.
These weights reflect the importance that we wish to grant to
each modality in the multimodal fusion. Note that in order to im-
plement Eq. 1 accurate statistical modelling is required in order
to obtain the conditioned probabilities, which may not always
be feasible. In fact, many feature extraction and robust hashing
methods implement this comparison function in a mostly heuris-
tic way. If the reliability measures above are not available, it is
always possible to implement a weaker version of Eq. 2 using
the hard decisions:

d̃F = sign

 
MX

k=1

wk · dk

!
. (3)

2.3. Library of attacks

It accepts attack functions on the signals stored in the individ-
uals database. Attacked signals are used to assess how robust
multimodal methods perform in two different situations:

1. The inputs are distorted versions of the authentic signals.

2. The inputs are non-authentic (malicious) signals, aiming
at being wrongly verified as authentic.
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2.4. Library of benchmarking scripts

It lists scripts which may be run in batch mode (i.e., autonomous-
ly), using signals from the database, a multimodal method, and
attacks suitable to the modalities involved. Performance mea-
sures such as the rates of detection and false alarm (obtained by
comparison with the authentic identifiers) will be computed dur-
ing the execution of the script. In the scripts there may be loops
where some attack parameters are generated pseudo-randomly.

3. BENCHMARK SPECIFICATIONS

We describe next the specifications that were used as technical
guidelines to implement the benchmark. The most important
structures and functions are described with some level of detail.

3.1. Individuals database

The basic structure of an entry in the individuals database is
given by the following structure:

s t r u c t (
’ name ’ ,{} ,
’ a u t h e n t i c a t e d ’ ,{} ,
’ f i l e l i s t ’ , s t r u c t (

’ name ’ ,{} ,
’ pa th ’ ,{} ,
’ type ’ ,{}

) ,
’ h a s h l i s t ’ , s t r u c t (

’ method name ’ ,{} ,
’ h v a l u e ’ ,{}

)
)

h value may contain double or char values depend-
ing on the particular output of the method: some authentication
methods methods output binary vectors, whereas others output
real vectors.

Example: the 3rd individual dbi(3) in the database dbi
with the structure above could be

d b i ( 3 ) . name= ’ joe ’
d b i ( 3 ) . a u t h e n t i c a t e d =1
d b i ( 3 ) . f i l e l i s t ( 1 ) . name= ’ j o e 1 . jpg ’
d b i ( 3 ) . f i l e l i s t ( 1 ) . p a t h = ’ / tmp / ’
d b i ( 3 ) . f i l e l i s t ( 1 ) . t y p e = ’ face ’
d b i ( 3 ) . f i l e l i s t ( 2 ) . name= ’ j o e 2 . jpg ’
d b i ( 3 ) . f i l e l i s t ( 2 ) . p a t h = ’ / tmp / ’
d b i ( 3 ) . f i l e l i s t ( 2 ) . t y p e = ’ face ’
d b i ( 3 ) . f i l e l i s t ( 3 ) . name= ’ hand1 . jpg ’
d b i ( 3 ) . f i l e l i s t ( 3 ) . p a t h = ’ / tmp / ’
d b i ( 3 ) . f i l e l i s t ( 3 ) . t y p e = ’ hand ’
d b i ( 3 ) . f i l e l i s t ( 4 ) . name= ’ j o e 1 . jpg ’
d b i ( 3 ) . f i l e l i s t ( 4 ) . p a t h = ’ / tmp / ’
d b i ( 3 ) . f i l e l i s t ( 4 ) . t y p e = ’wav ’
d b i ( 3 ) . h a s h l i s t ( 1 ) . method name = ’ p h i l i p s m e t h o d ’
d b i ( 3 ) . h a s h l i s t ( 1 ) . h v a l u e = ’ a d s f d a s b a s d f s d s a f s a ’
d b i ( 3 ) . h a s h l i s t ( 2 ) . method name = ’ mihcak method ’
d b i ( 3 ) . h a s h l i s t ( 2 ) . h v a l u e = ’ qqvx&3242rew ’

Notice that two hash string values are associated to this in-
dividual, corresponding to the output of the corresponding func-
tions in the library of hashing/feature extraction methods (see
next section). The dbi variable is duly stored in the MySQL
database.

3.2. Library of monomodal methods

The basic structure of entries in this library is:

s t r u c t (
’ method name ’ ,{} ,
’ med ia type ’ ,{} ,
’ h a s h f u n c t i o n ’ , s t r u c t (

’ name ’ ,{} ,
’ p a r a m e t e r s l i s t ’ ,{}

)
’ co m p f un c t i o n ’ , s t r u c t (

’ name ’ ,{} ,

’ p a r a m e t e r s l i s t ’ ,{}
)

)

As discussed in Section 2.1, every monomodal method will
have a hash function and a comparison function associated. The
benchmark accepts functions whose prototype for the acquisi-
tion is
s t r i n g h v a l u e = f u n c t i o n h a s h f ( s t r i n g f i l e ,

p a r a m e t e r s )

and for the comparison
[ b o o l e a n d e c i s i o n , d oub l e r e l i a b i l i t y ] = f u n c t i o n

comp f ( s t r i n g h v a l u e 1 , s t r i n g h v a l u e 2 , p a r a m e t e r s
) .

If decision=1 then the hash strings h value1 and h
value2 match according to the comparison function, whereas
decision=0 means they do not. The reliability param-
eter ranges indicates how good the decision is.

Example: the 2nd method in a monomodal library mml
with the structure above could be:
mml ( 2 ) . method name = ’ p h i l i p s m e t h o d ’
mml ( 2 ) . m e d i a t y p e = ’ audio ’
mml ( 2 ) . h a s h f u n c t i o n . name= ’ p h i l i p s h a s h ’
mml ( 2 ) . h a s h f u n c t i o n . p a r a m e t e r s l i s t ={0 .37 ,0 .95}
mml ( 2 ) . c o m p f u n c t i o n . name= ’ p h i l i p s c o m p ’
mml ( 2 ) . c o m p f u n c t i o n . p a r a m e t e r s l i s t = .9

The files philips hash.m and philips comp.m,
which must be in the path, implement the corresponding acqui-
sition function
h v a l u e = f u n c t i o n p h i l i p s h a s h ( f i l e , f r a m e s i z e ,

o v e r l a p ) ,

and comparison function
[ d e c i s i o n , r e l i a b i l i t y ] = f u n c t i o n p h i l i p s c o m p (

h v a l u e 1 , h v a l u e 2 , t h r e s h o l d ) .

The mml array variable is stored in the MySQL database.

3.3. Library of multimodal methods

The basic structure of entries in this library will be:
s t r u c t (

’ method name ’ ,{} ,
’ m o n o m o d a l m e t h o d s l i s t ’ ,{} ,
’ comp weights ’ ,{} ,
’ a t t a c k l i s t ’ ,{}

)

The generation of a multimodal hash entails the execution of
all the monomodal methods whose names are listed in monomo
dal methods list on all corresponding file types of a given
individual (image, audio). This generates a series of monomodal
identifiers which are incorporated into the structure in Section
3.1.

As discussed in Section 2.2, the comparison of multimodal
identifiers requires an overall function in order to break ties
between two (or more) monomodal comparison functions (e.g.
two monomodal methods that are fused into a multimodal one
can give contradictory decisions when using the monomodal
comparison functions). According to that discussion we im-
plement this function using the reliability parameter fur-
nished by monomodal comparison function, and using a set of
weights comp weights. This set is a list of values between
0 and 1 that adds up to 1; each value corresponds to a func-
tion in monomodal methods list, in order to weight the
importance of the monomodal methods in the overall compar-
ison. The multimodal decision will be 1 if the weighted sum
of monomodal reliabilities is greater than 0.5, and 0 otherwise
(note that we have mapped for convenience {+1,−1} to {1, 0}
with respect to Section 2.2).
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Example: the 1st entry in the multimodal library MMl, with
the structure described above, could include two methods from
the monomodal library. The first method was described above.
Let us assume that the second method is of media type=’im-
age’.

MMl( 1 ) . method name = ’ MM firs t ’
MMl( 1 ) . m o n o m o d a l m e t h o d s l i s t ={ ’ p h i l i p s m e t h o d ’ , ’

mihcak method ’}
MMl( 1 ) . comp weigh t s ={ . 4 5 , . 5 5}
MMl( 1 ) . a t t a c k l i s t ={ ’ g a u s s i a n ’ , ’ random ’}

The MMl array variable is stored in the database. The overall
comparison for the multimodal function MM first will be 1 if
(cf. Eq. 2)

r 1∗comp weigh t s ( 1 ) + r 2∗comp weigh t s ( 2 ) >0.5

where r 1,r 2 are the reliabilities given by the comparison func-
tions of the two monomodal methods.

3.4. Library of attacks

The basic structure in this case is

s t r u c t (
’ med ia type ’ ,{} ,
’ a t t a c k f u n c t i o n ’ , s t r u c t (

’ name ’ ,{} ,
’ p a r a m e t e r s l i s t ’ ,{}

)
)

Each element parameters list(i) is a triplet indicat-
ing a range {starting value,step,end value}. The
prototype of an attack function is

s t r i n g a t t a c k e d f i l e = f u n c t i o n a t t a c k f u n c t i o n n a m e (
s t r i n g f i l e , p a r a m e t e r s )

where file is the full patch of a file of type media type.
Example: a simple unintentional attack can be Gaussian

noise addition on audio (or image) files. For instance, assume
that the first element atl(1) in the array of attacks atl with
the structure above implements Gaussian noise addition for au-
dio files:

a t l ( 1 ) . m e d i a t y p e = ’ audio ’
a t l ( 1 ) . a t t a c k f u n c t i o n . name= ’ g n o i s e ’
a t l ( 1 ) . a t t a c k f u n c t i o n . p a r a m e t e r s l i s t ={{ . 5 , . 1 ,2}}

The function g noise.m which must be in the execution
path will have a header

a t t a c k e d f i l e = f u n c t i o n g n o i s e ( f i l e , power )

More complex attack functions can be defined after this type
of simple attacks is properly implemented.

The atl array variable will be stored in a MySQL database
and interfaced to the Matlab code.

3.5. Library of scripts

Benchmark scripts undertake simulations of the effect of at-
tacks on the performance of multimodal methods, relying on
the database of individuals and on the multimodal and attacks
libraries. Scripts are implemented as loops sweeping the pa-
rameter range of a given attack, while computing the rates (i.e.,
empirical probabilities) of miss/false alarm when using a given
multimodal method and attack:

• The rate of miss is computed as the percentage of authen-
ticated individuals not correctly matched.

• The rate of false alarm is computed as the percentage
of non-authenticated individuals (incorrectly) matched to
authenticated individuals.

In order to simplify the GUI implementation, the structure
of benchmark scripts is defined by templates. For the creation
of a new script, a list of predefined templates is offered to the
user. Upon choosing a multimodal method and suitable attacks
from the corresponding lists, a script is created based on the
template chosen. The newly created script is stored in the library
of scripts. The basic structure to add a script to the library is
s t r u c t (

’ s c r i p t n a m e ’ ,{} ,
’ t empla t e name ’ ,{} ,
’ s c r i p t p a t h ’ ,{} ,
’ r u n s t a t u s ’ ,{} ,
’ mul t imoda l ’ ,{}

)

A resettable Boolean variable indicates whether the script
has been run by the benchmark already.

script path gives the full name of the .m benchmark
script file and run status indicates whether the script hasn’t
been run yet, it is currently running, or it has been run. The
output of the script will be found by default in a file with ex-
tension .output.mat, with the same name without extension
as script path. The output file containing the results from
running the benchmarking script is timestamped and included in
the database.

Example: the pseudocode of a script template may be:
− a c q u i r e ’ m u l t i m o d a l hash ’
f o r a l l i n d i v i d u a l s f o r a l l a u t h e n t i c a t e d i n d i v i d u a l s

i n d a t a b a s e
f o r a l l ’ r anges ’ o f ’ a t t a c k ’
− ’ a t t a c k ’ i n d i v i d u a l
− compute ’ m u l t i m o d a l hash ’ o f a t t a c k e d i n d i v i d u a l

f o r a l l h a s h e s i n t h e l i b r a r y
− ’ compare hash ’ wi th a t t a c k e d hash
− compute r a t e o f miss
end

end
end

Using this particular template, the creation of a benchmark
script would require to fill in the terms in inverted commas,
that is, basically the multimodal method and the attack from
the corresponding libraries. Templates will be Matlab files with
dummy strings placed where the functions or parameters must
be filled in.

For instance, the first method in the variable scl, contain-
ing the scripts library with the structure defined above, could
be
s c l ( 1 ) . s c r i p t n a m e = ’ g a u s s i a n ’
s c l ( 1 ) . t e m p l a t e n a m e = ’ t e m p l a t e 1 ’
s c l ( 1 ) . s c r i p t p a t h = ’ / home / s c r i p t s / g a u s s i a n s c r i p t .m’
s c l ( 1 ) . r u n s t a t u s =2
s c l ( 1 ) . m u l t i m o d a l = ’ newhand face ’

The output of this script will be found by default in the file
gaussian script.output.mat. The scl array variable
is stored in the MySQL database.

3.5.1. Output module

Completed tasks will allow the user to plot the output resulting
from running the benchmark script. The output file will store
a fixed structure that will allow the output module to produce
plots. It is the responsibility of the template to produce the
right output file. This output file will contain a structure vari-
able called output with the following form:
s t r u c t (

’ p l o t l i s t ’ , s t r u c t (
’ x l a b e l ’ ,{} ,
’ y l a b e l ’ ,{} ,
’ t i t l e ’ ,{} ,
’ x ’ ,{}
’y ’ ,{}

)
)
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Note that the vectors plot list.x and plot list.y
must have the same size. An output plot will typically show
ROC plots (probability of false alarm versus probability of de-
tection), or these probabilities for different thresholds or noise
levels.

Text reports about the benchmarking results are also pro-
duced. A text report may include details such as functions and
parameters used, number of iterations, database signals used,
and quality measures obtained.

Example: In gaussian script.output.matwe may
find the structure

o u t p u t . p l o t l i s t ( 1 ) . x l a b e l = ’ P r o b a b i l i t y o f Miss ’
o u t p u t . p l o t l i s t ( 1 ) . y l a b e l = ’ Noise Var i ance ’
o u t p u t . p l o t l i s t ( 1 ) . t i t l e = ’ G a u s s i a n A d d i t i v e Noise ’
o u t p u t . p l o t l i s t ( 1 ) . x = [ 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 ]
o u t p u t . p l o t l i s t ( 1 ) . y =[0 0 . 0 1 0 . 0 5 0 .075 . 1 ]

More than one plots may be found in plot list, and the
user should be able to browse all of them.

3.6. Workflow

Figure 2: Main window of the benchmark GUI.

The main benchmark window in Figure 2 features several
buttons which allow access to the subwindows which are de-
scribed next as well as providing the interface for connecting
and disconnecting the GUI from the database. The windows
were designed keeping simplicity in mind and using the guide
tool of Matlab. This tool generates a standard .m file associated
to each window (.fig file). This file can be edited in order
to implement the callback functions required by the buttons and
other window objects.

3.6.1. Database of individuals window

The interface allows the user to:

• Browse, add and remove audio clips associated with each
face image (these face images and audio clips must come
in pairs).

• Generate hashes for images and audio clips as they are
added to the database.

3.6.2. Library windows

These windows allow the user to browse the corresponding li-
braries and to add and remove functions. The libraries of mono-
modal methods and attacks accept names of external Matlab
functions, whose headers we have defined above. It is also pos-
sible to enter the desired parameters for these functions. The li-
brary of multimodal methods accepts combinations of functions
in the library of monomodal methods and an associated weight
and attack function for each of these monomodal methods.

The libraries follow the structures defined in Section 3.
The library of scripts also allows the user to

• Generate a new script using an existing template and mul-
timodal function.

• Run one script or all of the scripts, preferably as back-
ground processes. The window displays the run status
of each script - 0 if not run, 1 if currently running and 2
if run.

• Plot the outputs of scripts with run status=2. Plots
are generated from the files *.output.mat as described
in Section 3.5.1.

• Generate a report detailing the inputs and outputs of the
script e.g. the multimodal, monomodal and attack func-
tions used.

4. METHODS AND FUNCTIONS IMPLEMENTED

In this section we briefly review the features of the methods and
attacks that were implemented in order to test the benchmark
capabilities.

4.1. Monomodal methods

4.1.1. Image Hashing

• Iterative Geometric Hashing [6]. Two algorithms are pro-
posed. The first one (algorithm A) initially shrinks the
input while keeping its essential characteristics (low fre-
quency components). It is recommended in [6] to use
to this end the discrete wavelet transform (DWT). How-
ever, a three-level DWT takes quite a long time in Mat-
lab. Instead, we shrink the image linearly. Next, geomet-
rically significant regions are chosen by means of sim-
ple iterative filtering. The reason for keeping geometri-
cally strong components while minimizing geometrically
weak ones is that a region which has massive clusters of
significant components is more resilient to modifications.
The second algorithm proposed in [6] (algorithm B) sim-
ply applies algorithm A on pseudorandomly chosen re-
gions of the input.

• NMF-NMF-SQ. This algorithm is based on a dimension-
ality reduction technique called nonnegative matrix fac-
torization (NMF) [7]. The NMF method uses nonnega-
tive constraints, which leads to a parts-based representa-
tion of the input. The algorithm implements a two-stage
cascade NMF, because it is experimentally shown in [7]
that this serves to significantly enhance robustness. After
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obtaining the NMF-NMF hash vector, a statistics quan-
tization (SQ) step is undertaken in order to reduce the
length of the hash vector.

• PRSQ (Pseudo-Random Statistics Quantization). This
algorithm is based on the assumption that “the statistics
of an image region in a suitable transform domain are
approximately invariant under perceptually insignificant
modifications on the image” [7]. After shrinking the in-
put (i.e., obtaining its low-frequency representation), a
statistic is calculated for each pseudo-randomly selected
and preferably overlapping subregions of the gist of the
input. Scalar uniform quantization on the statistics vector
yields the final hash vector.

4.1.2. Audio Hashing

If we assume that the conditions are such that a speaker is able
to approximately repeat the same utterance (as when a fixed text
is read aloud), then audio hashing algorithms can be used for
identifying voice clips.

• Microsoft Method [8] (also known as Perceptual Audio
Hashing Algorithm). It computes the hash value from
robust and informative features of an audio file, relying
on a secret key K (seed to pseudorandom generators).
An algorithmic description is given below:

1. The input signal X is put in canonical form us-
ing the MCLT (Modulated Complex Lapped Trans-
form) [9]. The result is a time-frequency represen-
tation of X , denoted by TX .

2. A randomized interval transformation is applied to
TX in order to estimate statistics, µX , of the signal.

3. Randomized adaptive quantization is applied to µX

yielding µ̂X .

4. The decoding stage of an error correcting code is
used on µ̂X to map similar values to the same point.
The result is the intermediate hash, hX .

The estimation of the signal statistics is carried out us-
ing Method III (see [8]), which relies on correlations of
randomized rectangles in the timefrequency plane. For
perceptually similar audio clips, estimated statistics are
likely to have close values, whereas for different audio
clips they are expected be different. The method applies
frequency cropping to reduce the computational load, ex-
ploiting the fact that the Human Auditory System cannot
perceive frequencies beyond a threshold.

• Boğaziçi Method [5]. This algorithm exploits the time-
frequency landscape given by the frame-by-frame MFCCs
(mel-frequency cepstral coefficients) [10]. The sequence
of matrices thus obtained are further summarized by choos-
ing the first few values of their singular value decomposi-
tion (SVD) [5]. The actual cepstral method implemented
is an improvement on [11].

• Philips Fingerprinting [12]. This method is an audio fin-
gerprinting scheme which has found application in the
indexing of digital audio databases. It has proved to be
robust to many signal processing operations. The method
is based on quantizing differences of energy measures
from overlapped short-term power spectra. This stag-
gered and overlapped arrangement allows for excellent
robustness and synchronization properties, apart from al-
lowing identification from subfingerprints computed from
short segments of the original signal.

4.1.3. Hand Recognition

The benchmark includes one algorithm for recognition of hands,
based on [13]. The algorithm takes as input images of hands
captured by a flatbed scanner, which can be in any pose. In a
pre-processing stage, the images are registered to a fixed pose.
To compare two hand images, two feature extraction methods
are provided. The first is based on measuring the distance be-
tween the contours representing the hands being compared, us-
ing a modified Hausdorff distance. The second applies indepen-
dent Component Analysis (ICA) to the binary image of hand
and background.

4.2. Attack functions

4.2.1. Image Attack Functions

• Random Bending Attack. This attack distorts the image
by modifying the coordinates of each pixel. A smooth
random vector field is created and the pixels are moved in
this field. The vector field must be smooth enough so that
the attacked image is not distorted too much. An iterative
algorithm is applied to create the horizontal and vertical
components of the vector field separately. In each itera-
tion, a Discrete Cosine Transform (DCT) is applied and
high frequency components removed. The attack func-
tion is designed for grayscale images; color images are
tackled using the luminance. The parameters of the at-
tack are the strength of the vector field, the cutoff fre-
quency for the DCT filtering, the maximum number of
iterations, and a smoothness threshold.

• Print Scan Attack. Floyd and Steinberg’s [14] error dif-
fusion algorithm is applied to transform each of the com-
ponents of a color image to bilevel values (0 or 1). The
algorithm processes the pixels in raster order. For each
pixel, the error between the bilevel pixel value and the
image pixel value is diffused to the surrounding unpro-
cessed pixel neighbours, using the diffusion algorithm.
After processing all pixels, the image is filtered by an av-
eraging filter.

• Contrast Enhancement. This function increases the con-
trast of the input image using the histeq histogram
equalization function of Matlab. An input parameter spec-
ifies a number of discrete levels N , and the pixel values
are mapped to these levels to produce a roughly flat his-
togram. Histogram equalization is applied separately to
the three components of a color image.

• Rotation and Crop Attack. This function rotates the input
image by a specified angle, relying on a specified interpo-
lation method. Because we include crop in imrotate
function we just have the central portion of the rotated
image in the output. The input parameters are the ro-
tation angle and the interpolation type (bilinear, nearest
neighbor or bicubic interpolation).

• Noise Attack. This function adds noise of a specified
variance to the input image using the imnoise function
of Matlab. Four different types of noise are supported,
namely Gaussian noise, Poisson noise, salt & pepper noi-
se, and speckle noise.

• Simple Chimeric Attack. An image is pseudo-randomly
selected from the database and a weighted average of
the image with the input image is created, using weights
given as input to the attack function. The two images are
not registered before the averaging, and hence the result-
ing image does not correspond to a true morphing of the
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images. Nevertheless, if the weight of the randomly se-
lected image is sufficiently strong in comparison to that
of the input image, it can be expected that this attack may
be useful to benchmark recognition algorithms.

4.2.2. Audio Attack Functions

Three audio attacks have been included in the benchmark:

• Noise Attack. This attack adds noise to the audio sig-
nal. The strength of the added noise is determined by an
input parameter that represents the signal to noise ratio.
Another parameter specifies the distribution of the noise,
which can be Gaussian, uniform, Gamma or Rayleigh.

• Delay Attack. The audio signal x(t) is summed with a
delayed version of itself, x′(t) = x(t)+αx(t−t0) which
produces an echo effect. The delay t0 and the weight α
of the delayed signal are input parameters.

• Pitch Bending Attack. This attacks modifies the pitch of
the audio signal without changing its duration. Firstly,
the length of the audio signal is changed while retain-
ing the original pitch, using the Matlab toolbox “phase
vocoder” [15]. Then the signal is decimated/interpolated
in order to recover the original length, what changes the
pitch. An input parameter determines whether the pitch
is compressed or stretched.

4.3. Templates

Two basic templates are defined in the prototype of the bench-
mark:

• The one described in the example in Section 3.5

• A template able to generate and test attacks that generate
modified/chimeric characters. It is essentially the same
as the previous one, but, as it generates non-authenticated
individuals, it focuses on computing the probability of
false alarm instead of the probability of miss.

− a c q u i r e ’ m u l t i m o d a l hash ’ f o r a l l i n d i v i d u a l s
f o r a l l a u t h e n t i c a t e d i n d i v i d u a l s i n d a t a b a s e

f o r a l l ’ r anges ’ o f ’ a t t a c k ’
− ’ a t t a c k ’ i n d i v i d u a l ( i . e . non−

a u t h e n t i c a t e d i n d i v i d u a l )
− compute ’ m u l t i m o d a l hash ’ o f a t t a c k e d

i n d i v i d u a l
f o r a l l h a s h e s i n t h e l i b r a r y
− ’ compare hash ’ wi th a t t a c k e d hash
− compute r a t e o f f a l s e a l a rm

end
end

end

5. MULTIMODAL DATABASE

Data was collected from 92 subjects. For each individual, six
face images were collected, two scans of the palm of the left
hand and three videos. Subjects stood in front of a blue back-
ground canvas and the room was illuminated by artificial light.
The face images were taken with the subject’s head in the fol-
lowing positions:

1. Directly facing the camera;

2. Directly facing the camera, with glasses removed, if sub-
ject was wearing glasses in the first picture;

3. Head turned −90◦;

4. Head turned −45◦;

5. Head turned +45◦;

6. Head turned +90◦.

The three videos recorded the subject carrying out the fol-
lowing activities:

1. Reading a fixed text;

2. Performing four gestures;

3. Moving head while speaking freely.

The only part of the video data used in the multimodal bench-
mark is the audio portion of the first video. In this audio signal,
the subject is recorded reading a fixed English text of around
100 words. The participants consisted of an international group
of mainly non-native English speakers. Subjects were asked to
ignore any mistakes made in pronunciation and to continue read-
ing to the end of the text. The final part of the text is the numbers
one to ten, which were read twice. The rest of the video data was
collected for use in another eNTERFACE project incorporating
gesture recognition.

6. TESTS

6.1. Database of Libraries

The database consists of both the data collected and libraries of
the various monomodal, multimodal and attack functions. It has
been written as a simple relation database. The database has
been integrated into the Matlab code by means of a Mex file in
which a number of standard SQL commands have been defined
e.g. insert, select. The benchmark is capable of running,
and has been tested, under Linux, Mac OS and Windows.

6.2. Testing & Debugging

To illustrate the use of the benchmark, a multimodal identifier
was created through the benchmark consisting of a face identi-
fier and a hand identifier, both constructed using the iterative ge-
ometric image hashing algorithm A. Each monomodal method
was set to report a match when the reliability of the compari-
son function was above a threshold of 0.8. The face identifier
was weighted 0.6 in the multimodal combination. In a bench-
mark script, a print scan attack was applied to both the face and
hand images, varying the window size of the averaging filter and
tested on a small database of 5 individuals. The script produced
a report containing the probability of a miss i.e. the probability
that the multimodal identifier failed to correctly identify the in-
dividual, for different window sizes. Note that since there are 6
face images associated with each individual and two palm scans,
12 combinations of face and hand images could be tested per
person. The script output the probability of mis-identification
which is plotted in Figure 3.

The output plot in Figure 4 shows the results of simulating
the effect of rotation and crop on a multimodal fusion using al-
gorithms A and B in Section 4.1.1, applied to face images and
hand images respectively. The database of 92 individuals was
used. We see here that the benefit of the multimodal method
over either of the modalities on its own.

7. CONCLUSIONS AND FUTURE WORK

Although the basic structure of the benchmark is fully func-
tional, some issues have inevitably arisen during the short period
of time allowed for the development of this project. The main
issue faced at the end of the workshop were the computational
problems posed by the Matlab implementation of the methods.
The computational burden associated to the amount of iterations
within a benchmarking script may pose difficulties to complete
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Figure 3: Probability of a miss for a multimodal face and hand
identifier under the print & scan image attack.

Figure 4: Probability of a miss for a multimodal face and hand
identifier under the rotation and crop attack.

the simulations within a reasonable amount of time unless the
methods used are optimized.

In a similar fashion as other benchmarks [16], it would be
interesting to endow this benchmark with a certification proce-
dure. This procedure would entail defining a fixed set of attacks
– obviously dependent on the modalities – and benchmarking
scripts. The report obtained from this certification procedure
would be used to rank methods in a more systematic way. How-
ever establishing what type of attacks and scripts will be include
can be controversial, as the rankings obtained may be biased if
they are not carefully chosen.
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